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Abstract  

Describes a series of tasks required to allow NAP Clients to gain a ccess to a NAP -protected network; 
also describes how various components work together to aid in ensuring the health and protection of 

networked systems.  
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1   Introduction  

A "Defined Task" is a logical procedure that uses one or more protocols or systems to accomplish a 
specific goal. This Defined Task System Document describes the tasks that are part of the NAP 
System.  

Reasonable knowledge of common networking protocols and network security protocols is required 
to understand this document.  

In conjunction with Protocol Technical Documents, which are primarily intended to cover protocols, 
this Defined Task System Document presents and covers the rules for information exchange and the 

protocols relevant to the tasks that are used to interoperate or communicate with Windows client 
operating systems and selected Windows  Server operating system scenarios (those covered in 
published technical documents).  

This document describes the defined tasks to accomplish system health -validated access to 
enterprise resources and is organized as foll ows:  

Á This section, Introduction, describes what is covered in this document, provides a list of terms 

defined in this document, as well as terms used in this document but defined elsewhere in the 
documentation set, and provides a list of references that apply  to the overall system.  

Á Section 2, Overview, provides a high - level overview of the NAP System Tasks and the protocols 

that participate in those tasks.  

Á Section 3, Background Knowledge and System -Specific Concepts, describes system -specific 

concepts required to understand this document. It provides references to other resources that 

provide more in -depth coverage of the background information describe d in this document.  

Á Section 4, Common Task Information, contains information that is common to the NAP System.  

Á Section 5, Update NAP Client Configuration, describes h ow the configuration of the Network 

Access Protection client (NAP client) is updated.  

Á Section 6, Create and Send SoH Task, describes how the NAP agent creates the statement of 

health (SoH) on a client computer when a change of health status occurs and how it sends it to 
the server.  

Á Section 7, Proxy SoH Task, describes how the policy enforcement point (PEP) sends SoH 

messages to the NAP health policy  server.  

Á Section 8, Receive SoH Task, describes how the health policy server receives encapsulated SoH 

messages through either the Vendor -Specific RADIUS Attributes for Network Access Protection 

(NAP) Data Structure (RNAP) or Health Certificate Enrollment Protocol (HCEP).  

Á Section 9, Process SoH Task, describes how the health policy server evaluates health data in the 

SoH.  

Á Section 10 , Create and Send SoHR Task, describes how the health policy server creates a 

statement of health response (SoHR) and transmits it through the RNAP or HCEP protocols.  

Á Section 11 , Enforce NAP Policy Task, describes how the PEP enforces the NAP policy.  

Á Section 12 , Proxy SoHR Task, describes how the health policy server sends SoHR messages to 

the PEP and how the PE P proxy the SoHR message to the NAP client.  

Á Section 13 , Receive SoHR Task, describes how the NAP client receives SoHR messages.  
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Á Section 14 , Proces s SoHR Task, describes how the NAP client processes the SoHR messages.  

Á Section 15 , Remediate Client Health Task, describes how NAP client remediates health when the 

NAP client is not compliant based on  the health -evaluation results.  

Á Section 16 , Security, describes system -wide security issues that are not otherwise described in 

the protocol documents related to the tasks covered in this document.  

Á Section 17 , Appendix A: Product Behavior, lists the versions of Windows or other Microsoft 

products that implement tasks in this system.  

  

1.1   Glossary  

The following terms are defined in [MS -GLOS] :  

authentication  
authorization  

Dynamic Host Configuration Protocol (DHCP)  
enforcement client  

Extensible Authentication Protocol (EAP)  
Group Policy  
Group Policy server  
health messages  
health policy server  
health certificate enrollmen t agent (HCEA)  
health registration authority (HRA)  

health state  
Internet Protocol version 4 (IPv4)  
Internet Protocol version 6 (IPv6)  
Network Access Protection (NAP)  
network access server (NAS)  
policy  
remediation server  

statement of health (SoH)  
statement of health response (SoHR)  

The following terms are defined in [MS -RNAP] :  

vendor - specific attribute (VSA)  

The following terms are defined in [MS -WSH] :  

remediation  

security updates  

The following terms  are specific to this document:  

client computer: A computer capable of examining and reporting on its health , and requesting 
for and using network resources.  

client user: The individual who requires access to network resources.  

DHCP channel: A policy enfor cement point (PEP)  channel that uses Dynamic Host 
Configuration Protocol (DHCP)  to transport the SoH / SoHR  messages between the NAP 

client  and the PEP .  

%5bMS-GLOS%5d.pdf
%5bMS-RNAP%5d.pdf
%5bMS-WSH%5d.pdf
%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
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health: The con dition of a computer with respect to the state and configuration of security -
related components, operating system updates, applications, and configuration settings. For 
example, whether the latest updates (especially security - related) for the operating sys tem and 

prescribed security applications or tools are installed, as well as the use and configuration of 

security technologies such as anti -malware software and host -based firewalls.  

Health Certificate Enrollment Protocol (HCEP): A protocol designed to acc omplish health 
certificate enrollment. Health certificates encapsulate the client's compliance to policy  in a 
way that can be presented to interested parties without requiring those parties to perform the 
validation themselves . 

health requirement server: A computer that provides current system health state  for NAP 
health policy servers . For example, a health requirement server  for an antivirus program 

tracks the latest version of the antivirus sign ature file.  

healthy: A system is deemed to be healthy , or compliant, when its health  is compliant with the 
system health  requirements of the enterprise. Unhealthy , or noncompliant, implies a system 
that is not compliant with system health  requirements.  

HTT P/S channel: A PEP channel  that uses HTTP/S to transport the SoH / SoHR  messages 
between the NAP client  and the PEP .  

NAP administration server: A component of the NAP health policy server . The NAP 
administration server  facilitates communication between the NAP health policy server  
and the system health validator (SHV) . The NAP administration server  component is 
provided with the NAP platform.  

NAP agent: A component of the Network Access Protection cl ient (NAP client) . The NAP 
agent  maintains the current health state  information of the NAP client  and facilitates 
communication between the NAP enforcement client (NAP EC)  components and system 

health  agent components.  

NAP enf orcement client (NAP EC): The NAP enforcement client  components are part of the 
NAP client . A NAP EC  can be defined for different type of network access or communication.  

NAP enforcement server (NAP ES): Components that are pa rt of the NAP enforcement point.  

NAP health policy server (NPS): Stores health  requirement policies and provides health 
state  validation for NAP clients.  

Network Access Protection client (NAP client): The NAP client  is the set  of NAP 

components installed and running on a client computer . The NAP client  is responsible for 
executing NAP related operations on the client side. The NAP client  is also responsible for 
collecting health  information on the client computer , composing the  health  information into 
an SoH  [TNC - IF-TNCCSPBSoH] , and sending the SoH  to a PEP .  

PEAP channel: A PEP channel  that uses the Protected  Extensible Authentication Protocol 
(PEAP)  to transport the SoH / SoHR  messages between the NAP client  and the PEP .  

PEP channel: An abstract interface that is used by the NAP client  to transport SoH  messages 
to and from the PEP . Examples of PEP channels  are DHCP , HTTP/S and PEAP channels  
used to transport SoH  messages.  

policy decision point (PDP): The point wher e policy  decisions are made. In the case of NAP, 
this is the NAP health policy server . 

policy enforcement point (PEP): The point where the policy  decisions are actually enforced.  
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Protected Extensi ble Authentication Protocol (PEAP): An extension to the Extensible 
Authentication Protocol (EAP)  that adds security services to the EAP  methods.  

RADIUS: Remote Authentication Dial In User Service,  as specified in [RFC2865] . For the 
Microsoft vendor - specific attributes (VSAs)  that are passed over RADIUS , see [MS -

RNAP] . 

restricted network: A network on which noncompliant systems are placed, preventing their 
access to compliant systems. The restricted network  may contain remediation servers  so 
that noncompliant clients can update their configurations to comply with system health  
requirements.  

RNAP: See Vendor - Specific RADIUS Attributes for Network Access Protection (NAP) 
Data Structure (RNAP) . 

security principal: An entity associated with a human user or a program that can be 
authenticated. At a minimum, it has two basic attributes, a name and an identifier, that 
uniquely identifies it and makes it meaningful to the system, administrators, and users. A 
security principal  is also known as a principal or an account.  

statement of health ReportEntry (SoH Repor tEntry): A collection of data that represents a 
specific aspect of the health state  of a client.  

statement of health response ReportEntry (SoHR ReportEntry): A collection of data that 
represents the evaluation of a specific as pect of the health state  of a client, according to 
network policies . 

system health agent (SHA): The client components that make declarations on a specific aspect 
of the client health state  and generate an SoH ReportEntry .  

system health validator (SHV): The server counterpart to the System Health Agent (SHA) , 
which is responsible for verifying the declarations of client health state  made by  the 

respective SHA . The SHV  generates an SoHR ReportEntry .  

system statement of health (SSoH): Messages that are grouped together into a system 
statement of health (SSoH)  message represent the aggregate of all known aspects of the 

client's health . SSoH  mes sages are sent within other protocols to enable the evaluation of 
the overall client health  by passing each SoH  from the SSoH  to the SHV .  

Terminal Services Gateway (TSG) server: A server that allows authorized remote users fro m 
the Internet to connect to resources on a private network.  

Terminal Services Gateway Server Protocol: A protocol that is primarily used for tunneling 
client to server traffic across firewalls when the Terminal Services Gateway (TSG) server  
is deployed in  the perimeter network of an intranet, as specified in [MS -TSGU] . 

TSGU: See Terminal Services Gateway Server Protocol .  

Vendor - Specific RADIUS Attributes for Network Access Protection (NAP) Data Structure 
(RNAP): The Microsoft RADIUS  VSAs  that are implemented in the Windows operating 

system as specified in [MS -RNAP].  

virtual private network (VPN): A network that provides secure access to a private network 

over public infrastructure.  

VPN client: A cl ient that makes remote resources of another network available in a secure way.  
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VPN connection: A connection that transfers private data across the public network using the 
routing infrastructure of the Internet.  

VPN server: A server that makes remote resou rces of another network available in a secure 
way.  

Windows Client Certificate Enrollment Protocol (WCCE): A protocol used by a health 
registration authority (HRA)  to obtain a signed health  certificate for issuing to client 
com puters  that are compliant with health  policy  in an IPsec configuration, as specified in 
[MS -WCCE] . 

Windows Security Health Agent (WSHA): Reports the system security he alth state  
(Windows Security Center) to the Windows Security Health Validator (WSHV) , as 
specified in [MS -WSH] . 

Windows Security Health Validator (WSHV): Responds to the report received from the 
Windows Security Health Agent ( WSHA) . If the status reported by the WSHA  does not 
comply with the defined security health  policy , the response from the WSHV  includes 
quarantine and remediation  instructions as specified in [MS -WSH].  

MAY, SHOULD, MUST, SHOULD NOT, MUST NOT: These terms (in all caps) are used as 
described in [RFC2119] . Note that in [RFC2119]  term s, most of these specifications should be 

imperative, to ensure interoperability. All statements of optional behavior use either MAY, 
SHOULD, or SHOULD NOT.  

Any specification that does not explicitly use one of these terms is mandatory, exactly as if it 
used MUST.  

1.2   References  

References to Microsoft Open Specifications documentation do not include a publishing year because 

links are to the latest version of the documents, which are updated frequently. References to other 
documents include a publishing year when one is available.  

A reference marked "(Archived)" means that the reference document was either retired and is no 

longer being maintained or was replaced with a new document that provides current implementation 
details. We archive our documents on line [Windows Protocol] . 

1.2.1   Normative References  

We conduct frequent surveys of the normative references to assure their continued availability. If 
you have any issue with finding a  normative reference, please contact dochelp@microsoft.com . We 
will assist you in finding the relevant information.  

[MS -CAESO] Microsoft Corporation, " Certificate Autoenrollment System Overview ". (Archived)  

[MS -DHCPE] Microsoft Corporation, " Dynamic Host Configuration Protocol (DHCP) Extensions ".  

[MS -DHCPM] Microsoft Corporation, " Microsoft Dynamic Host Configuration Protocol (DHCP) Server 

Management Protocol ".  

[MS -DHCPN] Microsoft Corporation, " Dynamic Host Configuration Protocol (DHCP) Extensions for 

Network Access Protection (NAP) ".  

[MS -GPNAP] Microsoft Corp oration, " Group Policy: Network Access Protection (NAP) Extension ".  

[MS -GPREG] Microsoft Corporation, " Group Policy: Registry Extension Encoding ".  
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[MS -GPSO] Microsoft Corporation, " Group Policy System Overview ". (Archived)  

[MS -HCEP] Microsoft Corporation, " Health Certificate Enrollment Protocol ".  

[MS -PEAP] Microsoft Corporation, " Protected Extensible Authentication Protocol (PEAP) ".  

[MS -RNAP] Microsoft Corporation, " Vendor -Specific RADIUS Attributes for Network Access Protection 

(NAP) Data Structure ".  

[MS -TLSP] Microsoft Corporation, " Transport Layer Security (TLS) Profile ".  

[MS -TSGU] Microsoft Corporation, " Terminal Services Gateway Server Protocol ".  

[MS -WCCE] Microsoft Corporation, " Windows Client Certificate  Enrollment Protocol ".  

[MS -WSH] Microsoft Corporation, " Windows Security Health Agent (WSHA) and Windows Security 
Health Validator (WSHV) Protocol ".  

[MS -WSO] Microsoft Corporation, " Windows System Overview ". (Archived)  

[RFC1661] Simpson, W., Ed., "The Point - to -Point Protocol (PPP)", STD 51, RFC 1661, July 1994, 
http://www.ietf.org/rfc/rfc1661.txt  

[RFC2119]  Bradner, S., "Key words for use in RFCs to Indicate Requirement Levels", BCP 14, RFC 
2119, March 1997, http://www.rfc -editor.org/rfc/rfc2119.txt  

[RFC2131] Droms, R., "Dynamic Host Configuration Protocol", RFC 2131, March 1997, 
http://www.ietf.org/rfc/rfc2131.txt  

[RFC2132] Alexander, S., and Droms, R., "DHCP Options and BOOTP Vendor Extensions", RFC 2132, 
March 1997, http://www.ietf.org/rfc/rfc2132.txt  
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[RFC2401] Kent, S., and Atkinson, R., "Security Architecture for the Internet Protocol", RFC 2401, 
November 1998, http://www.ietf.org/rfc/rfc2401.txt  

[RFC2409] Harkins, D., and Ca rrel, D., "The Internet Key Exchange (IKE)", RFC 2409, November 

1998, http://www.ietf.org/rfc/rfc2409.txt  

[RFC2548] Zorn, G., "Microsoft Vendor -Specific RADIUS Attributes", RFC 2548, March 1999, 
http://www.ietf.org/rfc/rfc2548.txt  

[RFC2616] Fielding, R., Gettys, J., Mogul, J., et al., "Hypertext Transfer Protocol --  HTTP/1.1", RFC 
2616, June 1999, http://www.ietf.org/rfc/rfc2616.txt  

[RFC2716] Aboba, B., and Simon, D., "PPP EAP TLS Authentication Protocol", RFC 2716, October 
1999, http://www.ietf.org/rfc/rfc2716.txt  

[RFC2753] Yavatkar, R., Pendarakis, D., and Guerin, R., "A Framework for Policy -based Admission 
Control", RFC 2753, January 2000, http://www.ietf.org/rfc/rfc2753.txt  

[RFC2818] Rescorla, E., "HTTP O ver TLS", RFC 2818, May 2000, http://www.ietf.org/rfc/rfc2818.txt  

[RFC2865] Rigney, C., Willens, S., Rubens, A., and Simpson, W., "Remote Authentication Dial In 
User Service (RADIUS)", RFC 2865, June 2000, http://www.ietf.org/rfc/rfc2865.txt  
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[RFC2866] Rigney, C., "RADIUS Accounting", RFC 2866, June 2000, 
http://www.ietf.org/rfc/ rfc2866.txt  

[RFC3280] Housley, R., Polk, W., Ford, W., and Solo, D., "Internet X.509 Public Key Infrastructure 
Certificate and Certificate Revocation List (CRL) Profile", RFC 3280, April 2002, 

ht tp://www.ietf.org/rfc/rfc3280.txt  
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2   Overview  

Section 1, "Introduction" primarily describes this Defined Task System Document per se. This 
section introduces the tasks that are  being documented.  

2.1   Summary  

The Network Access Protection (NAP)  System consists of software components that enable 
computers to obtain health -validated access to resources from a network.  

The NAP Sys tem Tasks provide the means for computers to report system health and have it 

verified, and ensure that only compliant computers are given access to the network or resource. 
Noncompliant hosts can have their network access restricted or be denied access to  a network 
resource. Most commonly, the point at which the health of a system is verified when a computer 
attempts to gain access to a private network or a resource on the network. Noncompliant computers 
can have their access limited to a restricted network  that contains resources, known as 
remediation servers , which allow noncompliant computers to become compliant. Noncompliant 
computers can access the remediation servers on the restricted network to obt ain the necessary 

updates, anti -virus signatures, and other software or instructions necessary to become compliant.  

Note that the health evaluation that NAP performs can be invoked at any time. For example, the 
health of a computer can be checked at noon e very day or only when it tries to connect to corporate 
email servers. Although NAP can be and generally is used as a health validation and network access 
control mechanism, it is much more flexible and could be used for other purposes.  

NAP can be used to m anage and enforce compliance with the system health requirements of the 

enterprise. NAP uses network infrastructure capabilities and the capabilities of other NAP 
components to restrict network access to computers that are not compliant with policy . 

A NAP-enabled network infrastructure consists of the following:  

Á Network Access Protection clients (NAP clients)  use enforcement client  components to 

send and receive system health information.  

Á NAP policy enforcement points (PEPs), which are servers or network acc ess devices that use NAP 

or can be used with NAP to require the evaluation of a NAP client's health state  and provide 
restricted network access or communication. Examples of PEPs include the following: Health 
Registration Auth ority and Terminal Services Gateway server  (TSGU)  (HTTP/S PEP ), virtual 
private network (VPN)  server  and 802.1X capable devices Protected Extensible 
Authentication Protocol (PEAP)  (PEAP PEP), and DHCP  server (DHCP PEP).  

Á NAP health policy servers , which are servers that are running Windows Server  2008 operating 

system or later, and the Network Policy Server service that evaluates NAP client health status.  

Á An optional, restricted network containing remediation servers.  

The NAP System consists of NAP clients exchanging system health information with the NAP health 
polic y server using the various protocols of the enforcement client components as transport 
mechanisms for NAP messages (for example DHCP and PEAP). Implementation of NAP is required if 
there are other systems or applications that need health -validated access t o the network or 

resources. An example is the DHCP Server service as described in [MS -DHCPN] . System health 

information is created and consumed by system health agents (SHAs)  and system health 
validators (SHVs)  such as the Windows Security Health Agent (WSHA)  and Windows 
Security Health Validator (WSHV)  as described in [MS -WSH] . 
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The NAP System uses 11 define d tasks to accomplish its goal of health -validated access to 
enterprise resources. The following diagram illustrates the interaction of the defined tasks to 
accomplish the goal.  

 

Figure 1: Process for health - validated access using ten defined tasks  

The NA P client initiates the process by creating the statement of health (SoH) . It then sends it to 
the NAP health policy server for evaluation and the NAP health policy server receives the SoH and 
evaluates health based on the conf igured health policy.  

The NAP health policy server creates the statement of health response (SoHR) , which includes 
the evaluation results and also steps to fix the client (if non -compliant), and sends it to the NAP 
client. The  details of the tasks and their interactions are explained in sections 4 through 15.  

2.2   List of Tasks  

The NAP System Tasks described in this document are as follows:  
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Update NAP Client Configuration:  This task describes the NAP client Group Policy  configuration 
required for the NAP client to determine what EC to use and how to locate the policy enforcement 
point (PEP) if IPsec enforcement is used.  

Create and Send SoH:  This task describes the creation of the SoH on a client ma chine.  

Proxy SoH:  This task describes the process of sending the SoH from the client machine to the 
policy decision point (PDP)  (the NAP health policy server).  

Receive SoH:  This task describes the process of receiving the SoH on the PDP (the NAP health 
policy server).  

Process SoH:  This task describes the process of evaluating health on the PDP (the NAP health 
policy server).  

Create and Send SoHR:  This task describes the creation of the SoHR on the PDP (the NAP health 

policy server).  

Proxy SoHR:  This task describes the process of sending the SoHR from the PDP to the client 
machine and the PEP.  

Enforce NAP Policy:  This task describes the process to enforce network restrictions on the NAP 
client based on the health evaluation.  

Receive SoH R:  This task describes the process of receiving the SoHR on the client machine.  

Process SoHR:  This task describes the process of evaluating the SoHR on the client machine.  

Remediate Client Health:  This task describes the steps to remediate the NAP client b ased on the 
health evaluation results.  

2.3   Relevant Standards  

Relevant Microsoft protocols are as follows:  

Windows Security Health Agent (WSHA) and Windows Security Health Validator (WSHV) 

Protocol:  As specified in [MS -WSH] . This protocol is included in the message payload specified in 
the SoH for the NAP Protocol.  

Dynamic Host Configuration Protocol (DHCP) Extensions for Network Access Protection 
(NAP):  As specified in [MS -DHCPN] . This protocol defines DHCP, which is designed to reduce the 
administrative burden and complexity of configuring hosts on a TCP/IP -based network, such as a 
private intranet. DHCP is an enforcement method supported by NAP.  

Terminal Services Gateway Server Protocol Specifi cation:  As specified in [MS -TSGU] . This 

protocol is used primarily for tunneling client to server traffic across firewalls when the Terminal 
Services Gateway (TSG) server is deployed in the perimeter network of an intranet.  

Ve ndor - Specific RADIUS Attributes for Network Access Protection (NAP) Data Structure:  
As specified in [MS -RNAP] . This protocol specifies the Microsoft RADIUS  vendor - specific 
at tributes (VSAs)  that are implemented in the Windows operating system.  

Protocol Bindings for SoH:  As specified in [TNC - IF-TNCCSPBSoH] . This protocol specifies the SoH 

protocol in which a client and a server exchange SoH and SoHR messages. This protocol, and the 
appropriate authentication  protocols, helps enterprises ensure that computers on their networks 
are compliant with corporate policies.  

%5bMS-GLOS%5d.pdf
%5bMS-WSH%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-RNAP%5d.pdf
%5bMS-RNAP%5d.pdf
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-GLOS%5d.pdf
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Health Certificate Enro llment Protocol Specification:  As specified in [MS -HCEP]. This protocol 
allows a network endpoint to obtain digital certificates.  

Protected Extensible Authentication Protocol (PEAP) Specification:  As specified in [MS -
PEAP]. This protocol adds security services to the Extensible Authentication Protocol (EAP)  

methods.  

The relevant standards are as follows:  

Remote Authentication Dial - In User Service:  As specified in [RFC2865] . This standard defines a 
protocol for carrying authentication, authorization , and accounting information between a 
network access s erver (NAS)  and a shared authentication server.  

Extensible Authentication Protocol (EAP):  As specified in [RFC3748] . This standard defines a 
framework that supports multiple authentication metho ds. The Protected Extensible Authentication 

Protocol (PEAP) is an extension of EAP that carries computer health information along with 
authentication information.  

PPP EAP TLS Authentication Protocol:  As specified in [RFC2716] . The standard defines an 

authentication method that uses transport layer security (TLS) within the framework of EAP. PEAP 
[MS -PEAP] is based on EAP -TLS, extended for NAP to carry computer health information.  

RADIUS Support fo r Extensible Authentication Protocol (EAP):  As specified in [RFC3579] . 

This standard defines how to carry EAP payloads within RADIUS messages.  

Dynamic Host Configuration Protocol:  As specified in  [RFC2131] . This standard defines DHCP.  

Vendor - Identifying Vendor Options for Dynamic Host Configuration Protocol Version 4 
(DHCPv4):  As specified in [RFC3925] . This standard defines the vendor options used for DHCP. 
NAP uses these options to exchange system health information in the DHCP enforcement method.  

Internet Key Exchange (IKEv2) Protocol:  As specified in [RFC4306] . This standard defines 
version 2 of the Internet Key Exchange (IKE) Protocol. IKE is a component of IPsec used for 

performing mutual authentication and establishing and maintaining security associations (SAs).  

Security Architecture for the Internet Protocol:  As specified in [RFC2401] . This standard 

defines the base architecture for IPsec support in hosts.  

%5bMS-HCEP%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-GLOS%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90392
%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90444
http://go.microsoft.com/fwlink/?LinkId=90374
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90318
http://go.microsoft.com/fwlink/?LinkId=90447
http://go.microsoft.com/fwlink/?LinkId=90469
http://go.microsoft.com/fwlink/?LinkId=90341
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3   Background Knowledge and System - Specific C oncepts  

This section identifies the theoretical and practical information needed to understand this document 
and the tasks in this system, and summarizes:  

Á Background knowledge that is required to understand this document.  

Á Concepts that are specific to the tasks in this system.  

It is assumed that the reader of this document has the following background knowledge:  

Á Authentication, authorization, and accounting (AAA) concepts and the EAP and RADIUS protocols 

as described in [RFC2865] , [RFC2866] , [RFC3748]  and [RFC358 0] . 

Á Encapsulating EAP payloads in link layer and RADIUS protocols, as described in [IEEE802.1X]  and 

[RFC3579] . 

Á DHCP, as described in [RFC2131] , and the structure of associated extensions, as described in 

[RFC2132] . 

Á HTTP and HTTPS, as described in [RFC2616]  and [RFC2818] , along with extensions for Windows 

authentication, as described in [R FC4559] . 

Á IPsec, as described in [RFC2401] , and related key exchange, as described in [RFC2409] . 

The vast majority of malware infections occur  to systems that are either improperly configured or do 
not have the latest security updates  for the operating system or key applications installed. 
Attackers create malicious software that targets out -of -date computers simply because they are the 

easiest targets. Computers that do not have the most recent operating system, application, and 
anti -malware updates not only expose themselves to risk but become a risk and source of attack to 
other computers on the network.  

IT adminis trators labor to ensure that the systems they are responsible for are correctly configured 
and updated. This, in practice, is an extremely difficult task to accomplish for large organizations. 
The diversity of systems, their applications, and their uses ma ke it impossible to ensure that every 
system is configured correctly and updated. Enforcing requirements is even more difficult when 

computers not on the corporate network, such as home computers or laptops used when traveling, 
are exposed to malicious env ironments that are not under the administrator's control. The goal is to 
have as many systems as possible securely configured and updated to minimize malware outbreaks 
on the enterprise network. IT organizations expend enormous resources doing nothing more  than 
ensuring systems are properly configured and updated. It is an error prone and difficult task that is 
one of the largest IT cost components. The goal of Network Access Protection (NAP) is to reduce the 

cost of this endeavor while substantially increa sing the coverage and the likelihood of success.  

3.1   System Context  

This section describes the relationship between this system and its environment.  

3.1.1   System Environment  

The Network Policy and Access Services System provides an integrated way of va lidating and 

monitoring the health state of a network client computers  and limiting the access of network 
clients until the health policy requirements have been satisfied.  

http://go.microsoft.com/fwlink/?LinkId=90392
http://go.microsoft.com/fwlink/?LinkId=90393
http://go.microsoft.com/fwlink/?LinkId=90444
http://go.microsoft.com/fwlink/?LinkId=156669
http://go.microsoft.com/fwlink/?LinkId=89910
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90318
http://go.microsoft.com/fwlink/?LinkId=90319
http://go.microsoft.com/fwlink/?LinkId=90372
http://go.microsoft.com/fwlink/?LinkId=90383
http://go.microsoft.com/fwlink/?LinkId=90483
http://go.microsoft.com/fwlink/?LinkId=90341
http://go.microsoft.com/fwlink/?LinkId=90349
%5bMS-WSH%5d.pdf
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3.1.1.1   Network Infrastructure  

This system requires access t o network services that support:  

Á TCP over IP ( IPv4  or IPv6 )  

Á UDP over IP (IPv4 or IPv6)  

Á Name resolution services such as the Domain Name System (DNS) and Windows Internet Name 

Service (WIN)  

To validate access to a network based on system health, a network infrastructure needs to provide 
the following areas of functionality:  

Á Health state validation:  Determines whether the network client computers are compliant with 

health policy requirements.  

Á Network access limitation:  Limits access for noncompliant network client computers.  

Á Automatic remediation:  Provides necessary updates to allow a noncompliant, network client 

computer to become compliant without user intervention.  

Á Ongoing compliance:  Automatically updates compliant network client computers so that they 

adhere to ongoing changes in health policy requirements.  

Á Certificate services:  A health registration authority (HRA)  requires X.509 certificates for 

issu ing to client computers that are compliant with health policy.  

The Windows Network Policy and Access Services System provide the following enforcement 
methods:  

Á Internet Protocol security (IPsec) enforcement for IPsec -protected communications  

Á 802.1X enf orcement for IEEE 802.1X -authenticated connections  

Á Virtual private network (VPN) enforcement for remote access VPN connections  

Á Dynamic Host Configuration Protocol (DHCP) enforcement for DHCP -based address configuration  

Á Terminal  Services Gateway (TSG) connections  

The Network Policy and Access Services System provide an extendable client and server -side 
architecture through which policy validation, network access limitation, automatic remediation , and 
ongoing compliance can occur.  

3.2   System Assumptions and Preconditions  

The following assumptions and preconditions MUST be satisfied for the Network Policy and Access 

Services System to operate successfully:  

Network configuration:  In order for system com ponents running on different computers to 
communicate with each other, the network services and infrastructure MUST be functional and 
configured such that required protocols, ports, and so on are remotely accessible. In order for the 

802.1x enforcement to operate successfully in a NAP environment, wireless network infrastructure 
such as switches and access points MUST support 802.1x/Protected Extensible Authentication 
Protocol (PEAP). In order for dynamic VLAN ID assignment to work, network hardware MUST be  

configured as specified in [RFC3580] . 

%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
%5bMS-WSH%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=156669
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Domain configuration:  In a domain configuration, system components have access to directory 
services provided by the domain. Domain configuration is requir ed for Group Policy support.  

NAP Agent:  In order for a client to deliver a SoH and operate successfully it MUST be configured 
with an EC -specific protocol. The EC -specific protocol can be one of the following: [MS -HCEP], [MS -

DHCPN] , [MS -TSGU] , and [MS -PEAP]. 

3.2.1   Task Protocol Roles  

The Windows Network Policy and Access Services System utilizes the protocols and data structures 
specifi ed in the following documents:  

Á [MS -ADA2]  Active Directory Schema Attributes M  

Specifies the msRADIUSFramedIPAddress attribute in Active Directory used by the NAP service.  

Á [MS -DHCPN]  Dynamic Host Configuration Protocol (DHC P) Extensions for Network Access 

Protection (NAP)  

Specifies a set of vendor -class options defined for use by DHCP clients and DHCP servers to 
support NAP enforcement through DHCP.  

Á [MS -GPNAP] Group Policy: Network Access Pro tection (NAP) Extension  

Specifies how the behavior of a NAP client can be controlled through Group Policy by updating 
the client registry.  

Á [MS -HCEP] Health Certificate Enrollment Protocol Specification  

The Health Certificate  Enrollment Protocol supports authentication of the server, client, or both. 
If the client's health state is compliant, the HRA requests a certificate authority (CA) to issue a 
certificate for the client.  

Á [MS -PEAP] Protected  Extensible Authentication Protocol (PEAP) Specification  

EAP is an authentication framework that supports multiple authentication methods. PEAP 

supports the transmission of SoH and SoHR messages.  

Á [MS -RNAP]  Vendor -Specific RA DIUS Attributes for Network Access Protection (NAP) Data 

Structure  

Specifies the Microsoft VSAs that are passed over RADIUS between the network access server 

(NAS) and the RADIUS server to authenticate and authorize connection requests.  

Á [MS -RRASM]  Routing and Remote Access Server (RRAS) Management Protocol Specification  

Specifies the registry information that can be used to specify the overall RRAS configuration 
including NAP configuration.  

Á [MS -TSGU]  Terminal Services Gateway Server Protocol Specification  

Allows determination of the NAP capability of a Terminal Services Client.  

Á [MS -WCCE]  Windows Client Certificate Enrollment Protocol Specification  

An HRA uses a Windows Client Certificate Enrollment Protocol (WCCE)  to obtain a signed 
health certificate for issuing to client computers that are compliant with health policy in an IPsec 
configuration.  

%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-ADA2%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-HCEP%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-RNAP%5d.pdf
%5bMS-RRASM%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-WCCE%5d.pdf


 

30  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

Á [MS -WSH]  Windo ws Security Health Agent (WSHA) and Windows Security Health Validator 

(WSHV) Protocol Specification  

The Windows Security Health Agent (WSHA) reports the system security health state (Windows 

Security Center) to the Windows Security Health Validator (WSHV),  which responds with 
quarantine and remediation instructions if the status reported, is not compliant with the defined 
security health policy.  

Á [TNC - IF-TNCCSPBSoH]  Protocol Bindings for SoH  

Specifies the format and message exchange of SoH and SoHR messages.  

3.3   Architectural Details  

This section contains specifications that are comm on to all of the other tasks described in this 
document.  

3.3.1   NAP Client Architecture  

 

Figure 2: NAP client - side architecture  

The NAP client architecture consists of the following:  

%5bMS-WSH%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054
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Á A layer of NAP enforcement client (NAP EC) components  

Each NAP EC  is defined for a different type of network access or communication. For example, 

there is a NAP EC for remote access VPN connections and a NAP EC for DHCP configuration. The 

NAP EC can be matched to a specific type of NAP enforcement po int. For example, the DHCP NAP 
EC is designed to work with a DHCP -based NAP enforcement point. Some NAP ECs are provided 
with the NAP platform while others are provided by third -party vendors.  

Á A layer of system health agent (SHA) components  

Á An SHA is a component that maintains and reports one or multiple elements of system health. 

For example, there might be an SHA for antivirus signatures and an SHA for operating system 

updates.  

Á An SHA ca n be matched to a remediation server. For example, an SHA for checking antivirus 

signatures is matched to the server that contains the latest antivirus signature file.  

Á SHAs do not have to have a corresponding remediation server. For example, an SHA can j ust 

check local system settings to ensure that a host -based firewall is enabled.  

Starting in Windows  XP operating system Service Pack 3 (SP3), Windows clients include a WSHA 

that monitors the settings of the Windows Security Center. Additional SHAs can be added to 
system.  

Á NAP agent  

Maintains the current health state information of the NAP client and facilitates communication 
between the NAP EC and SHA layers. The NAP agent  is provided with the NAP platform.  

Á SHA application programming interface (A PI)  

Provides a set of function calls that allow SHAs to register with the NAP agent, to indicate system 
health status, respond to queries for system health status from the NAP agent, and for the NAP 
agent to pass system health remediation information to an  SHA. The SHA API allows vendors to 
create and install additional SHAs. For information about the APIs, see [MSDN -NAPAPI] .  

Á NAP EC API  

Provides a set of function calls that allow NAP ECs to register with the NAP agent, to request 

system health status, and pass system health remediation information to the NAP agent. The 
NAP EC API allows vendors to create and install additiona l NAP ECs.  

To indicate the health state of a specific SHA, an SHA creates an SoH message and passes it to 
the NAP agent. An SoH can contain one or multiple elements of system health. For example, the 
SHA for an antivirus program can create an SoH containin g the state of the antivirus software 
running on the computer, its version, and the last antivirus signature update received. Whenever 

an SHA updates its status, it creates a new SoH and passes it to the NAP agent. To indicate the 
overall health state of a  NAP client, the NAP agent uses a system statement of health 
(SSoH) , which includes version information for the NAP client and the set of SoHs for the 
installed SHAs.  

For information about the APIs, see [MSDN -NAPAPI] .  

Á NAP enforcement client  

A NAP EC requests some level of access to a network, passes the computer's health status to a 
NAP enforcement point that is providing the network access, and indicates the limited or 

http://go.microsoft.com/fwlink/?LinkId=199018
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unlimited network access status of the NAP clien t to other components of the NAP client 
architecture.  

The NAP ECs for the NAP platform are the following:  

Á An IPsec NAP EC for IPsec -protected communications.  

Á An EAPHost NAP EC for 802.1X -authenticated connections.  

Á A VPN NAP EC for remote access VPN c onnections.  

Á A DHCP NAP EC for DHCP -based IPv4 address configuration.  

Á A TSG NAP EC for TSG connections.  

Á IPsec NAP EC  

The IPsec NAP EC is a component that obtains the SoH from the NAP agent and sends it to the 
HRA along with a request for a health cert ificate. The IPsec NAP EC is known as the IPsec Relying 
Party EC in the NAP Client Configuration snap - in. The IPsec NAP EC also interacts with the 

following:  

Á The certificate store to store the health certificate.  

Á The IPsec components in Windows to ensu re that the health certificate is used for IPsec -

protected communication.  

Á The host -based firewall (such as Microsoft Windows Firewall) so that the IPsec -protected 

traffic is allowed by the firewall.  

Á EAPHost NAP EC  

The EAPHost NAP EC is a component that  obtains the SoH from the NAP agent and sends it as a 
PEAP-Type -Length -Value (TLV) message for 802.1X -authenticated connections.  

Á VPN NAP EC  

The VPN NAP EC is new functionality in the Remote Access Connection Manager service that 
obtains the system statem ent of health (SSoH) message from the NAP agent and sends it as a 
PEAP-TLV message for remote access VPN connections. The VPN NAP EC is known as the Remote 

Access Quarantine EC in the NAP Client Configuration snap - in.  

Á DHCP NAP EC  

The DHCP NAP EC is new f unctionality in the DHCP Client service that uses industry standard 
DHCP messages to exchange system health messages  and limited network access information. 
The DHCP NAP EC is known as the DHCP Quarantine EC in the NAP Client Configuration snap - in. 
The DHCP NAP EC obtains the SSoH from the NAP agent. The DHCP Client service fragments the 

SSoH, if required, and sets each fragment into a Microsoft vendor -specific DHCP option that is 
sent in DHCPDiscover, DHCPRequest or DHCPInform  messages. DHCPDecline and DHCPRelease 
messages do not contain the SSoH.  

Á System health agent (SHA)  

An SHA performs system health updates and publishes its status in the form of an SoH to the 
NAP agent. The SoH contains information that the NAP health pol icy server can use to verify that 
the client computer is in the required state of health.  

%5bMS-GLOS%5d.pdf
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An SHA is matched to a system health validator (SHV) on the server -side of the NAP platform 
architecture. The corresponding SHV returns an SoHR to the NAP client, whi ch is passed by the 
NAP EC and the NAP agent to the SHA, informing it of what to do if the SHA is not in a required 

state of health. For example, the SoHR sent by an antivirus SHV could instruct the corresponding 

antivirus SHA to request the latest version  of the antivirus signature file from an antivirus 
signature server. The SoHR can also include the name or IP address of the antivirus signature 
server.  

An SHA can use a locally installed system health component to assist in system health 
management functi ons in conjunction with a remediation server. For example, a software update 
SHA can use the locally installed software update client software to perform version checking and 
installation and update functions with the software update server (the remediatio n server).  

Á NAP agent  

The NAP agent provides the following services:  

Á Collects the SoHs from each SHA and caches them. The SoH cache is updated whenever an 

SHA supplies a new or updated SoH.  

Á Stores the SoH and supplies it to the NAP ECs upon request.  

Á Passes notifications to SHAs when the limited network access state changes.  

Á Passes SoHRs to the appropriate SHAs.  
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3.3.2   NAP Server Architecture  

 

Figure 3: NAP server - side architecture  

The NAP server -side architecture consists of NAP enforcement point s and a NAP health policy server. 
A Windows -based NAP enforcement point has a layer of NAP enforcement server (NAP ES)  
components. Each NAP ES is defined for a different type of network access or communication. For 
example, there is a NAP ES for remote access VPN connections and a NAP ES for DHCP 

configuration. The NAP ES is typically matched to a specific type of NAP -capable client. For example, 
the DHCP NAP ES is designed to work with a DHCP -based NAP client. Third -party software ve ndors 
or Microsoft can provide additional NAP ESs for the NAP platform.  

A NAP ES obtains the SoH from its corresponding NAP EC and sends it to a NAP health policy server 
transported as a RADIUS VSA of a RADIUS Access -Request message.  

The NAP health policy server has the following components:  

Á The NAP health policy server (NPS) receives the RADIUS Access -Request message, extracts the 

SoH, and passes it to the NAP administration server  component.  

Á The NAP administration server facilitates communication between the NPS and  the SHVs. The 

NAP administration server component is provided with the NAP platform.  
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Á A layer of system health validator (SHV) components, where each SHV is defined for one or 

multiple types of system health elements and can be matched to an SHA. For exa mple, there 
might be an SHV for an antivirus program. An SHV can be matched to one or multiple health 

requirement servers . For example, an SHV for checking antivirus signatures is matched to the 
server that contains the latest signatu re file. SHVs do not have to have a corresponding health 
requirement server. For example, an SHV can just instruct NAP -capable clients to check local 
system settings to ensure that a host -based firewall is enabled.  

Á The SHV API provides a set of function calls that allow SHVs to register with the NAP 

administration server component, receive SoHs from the NAP administration server component, 
and send SoHRs to the NAP administration server component. The SHV API is pr ovided with the 

NAP platform. For information about these APIs, see [MSDN -NAPAPI] .  

The most common configuration for NAP server -side infrastructure will consist of NAP enforcement 
points providi ng network access or communication of a specific type and separate NAP health policy 
servers providing system health validation and remediation. It is possible to install the NPS on 
individual Windows -based NAP enforcement points. However, in this configur ation, each NAP 
enforcement point must then be separately configured with network access and health policies.  

http://go.microsoft.com/fwlink/?LinkId=199018
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3.3.3   Interactions Between Computers and Devices in a NAP - Enabled Network  

 

Figure 4: Interactions between NAP platform components  

The interacti ons for the computers and devices of a NAP -enabled network infrastructure are the 
following:  

Á Between a NAP client and a health policy server  

The NAP client uses the Hypertext Transfer Protocol (HTTP) or an HTTP over Secure Sockets 
Layer (SSL) protected session to send its current system health state to the health po licy server 
and request a health certificate. The HRA uses a Health Certificate Enrollment Protocol 

%5bMS-GLOS%5d.pdf
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(HCEP)  protocol to send an SoHR message and remediation instructions (if the NAP client is 
noncompliant) and health certificate if the  NAP client is compliant.  

Á Between a NAP client and an 802.1X network access device (an Ethernet switch or a wireless 

access point)  

The NAP client acting as an 802.1X client uses PEAP messages sent over EAP over LAN (EAPOL) 
to perform authentication of the 802.1X connection and to  indicate its current system health 
state to the NAP health policy server. An 802.1X client is also known as an 802.1X supplicant. 
The NAP health policy server uses PEAP messages to either indicate remediation instructions 
(because the 802.1X client is non compliant) or that the 802.1X client has unlimited access to the 
network. PEAP messages between the 802.1X client and NAP health policy server are routed 

through the 802.1X network access device.  

Á Between a NAP client and a VPN server  

The NAP client acting as a VPN client  uses Point - to -Point Protocol (PPP) messages to establish a 
remote access VPN connection and PEAP messages over the PPP connection to indicate its 
current s ystem health state to the NAP health policy server. The NAP health policy server uses 

PEAP messages to either indicate remediation instructions (because the VPN client is 

noncompliant) or that the VPN client has unlimited access to the intranet. PEAP messa ges 
between the VPN client and NAP health policy server are routed through the VPN server.  

Á Between a NAP client and a DHCP server  

The NAP client acting as a DHCP client uses DHCP messages to obtain a valid IPv4 address 
configuration and to indicate its current system health state. The DHCP server uses DHCP 
messages to allocate either an IPv4 a ddress configuration for the restricted network and indicate 

remediation instructions (if the DHCP client is noncompliant), or an IPv4 address configuration 
for unlimited access (if the DHCP client is compliant).  

Á Between a NAP client and a TSG server  

The  NAP client, acting as a TSG client, uses messages sent over HTTPS to obtain a connection to 
the server. The TSG server uses messages sent over HTTPS to allow the connection (if the TSG 
client is compliant) or deny the connection (if the TSG client is nonc ompliant).  

Á Between a NAP client and a remediation server  

While the NAP client has unlimited access to the intranet, it accesses the remediation server to 
ensure that it remains compliant. For example, the NAP client periodically checks an antivirus 
server to ensure  that it has the latest antivirus signature file or a software update server, such as 
Windows Server Update Services, to ensure that it has the latest operating system updates.  

If the NAP client has limited access, it can communicate with the remediation s erver to become 
compliant, based on instructions from the NAP health policy server. For example, if during the 

health validation process the NAP health policy server determined that the NAP client does not 
have the most current antivirus signature file, th e NAP health policy server instructs the NAP 
client to update its local signature file with the latest file that is stored on a specified antivirus 
server.  

Á Between one NAP health policy server and another NAP health policy server  

A NAP health policy serv er can forward messages using RADIUS to another NAP health policy 

server, i.e. it can act as a RADIUS proxy (this includes any authentication). The first NAP health 
policy server sends RADIUS messages to the second NAP health policy server which then 
proce sses the statement of health messages and then sends back Access -Accept or Accept -
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Reject based on the outcome of RADIUS authentication which contain the corresponding SoHR 
message. The first NAP health policy server in the chain receives back a RADIUS mess age which 
includes both an SoHR message and a policy decision which it then forwards to the corresponding 

PEP. 

Á Between an HRA and a Certificate Authority  

A Health Registration Authority uses X.509 certificates obtained from a certificate authority to 
sat isfy the request for a certificate using HCEP from compliant NAP clients.  

Á Between a NAP client and an HRA  

The NAP client uses the HyperText Transfer Protocol (HTTP) or an HTTP over Secure Sockets 
Layer (SSL) protected session to send its current system h ealth state to the HRA and request a 

health certificate. The HRA uses HTTP or the protected HTTP over SSL session to send 
remediation instructions (if the NAP client is noncompliant) or a health certificate to the NAP 
client.  

Á Between an 802.1X network ac cess device and a NAP health policy server  

The 802.1X network access device sends RADIUS messages to transfer PEAP messages sent by 
an 802.1X NAP client.  

The NAP health policy server sends RADIUS messages to:  

Á Indicate that the 802.1X client has unlimited  access because it is compliant.  

Á Indicate a limited access profile to place the 802.1X client on the restricted network until it 

performs a set of remediation functions. A limited access profile can consist of a set of IP 
packet filters or a virtual LAN (VLAN) identifier (ID) to confine the traffic of a noncompliant 

802.1X client.  

Á Send PEAP messages to the 802.1X client.  

Á Between a VPN server and a NAP health policy server  

The VPN server sends RADIUS messages to transfer PEAP messages sent by a VPN -based NAP 
client. The NAP health policy server sends RADIUS messages to:  

Á Indicate that the VPN client has unlimited access because it is compliant.  

Á Indicate that the VPN client has limited access through a set of IP packet filters that are 

applied to the VPN connection.  

Á Send PEAP messages to the VPN client.  

Like the HRA, the VPN server uses the NPS as a RADIUS proxy to exchange RADIUS messages 
with the NAP health policy server.  

Á Between a DHCP server and a NAP health policy server  

The DHCP server sends RADIUS messages to the NAP health policy server that contains the 
DHCP client's system health state.  

The NAP health policy server sends RADIUS messages to the DHCP server to:  

Á Indicate that the DHCP client has unlimited access because it is compliant.  



 

39  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

Á I ndicate that the DHCP client has limited access until it performs a set of remediation 

functions.  

A DHCP server can use the NPS as a RADIUS proxy to exchange RADIUS messages with a NAP 

health policy server.  

Á Between a TSG server and a NAP health policy se rver  

The TSG server sends RADIUS messages to the NAP health policy server that contains the TSG 
client's system health state.  

The NAP health policy server sends RADIUS messages to the TSG server to:  

Á Indicate that the TSG client has unlimited access becau se it is compliant.  

Á Indicate that the TSG client has limited access until it performs a set of remediation functions.  

A TSG server can use the NPS as a RADIUS proxy to exchange RADIUS messages with a NAP 
health policy server.  

Á Between a DHCP server and  a NAP health policy server  

When performing network access validation for a NAP client, the NAP health policy server might 
have to contact a health requirement server to obtain information about the current 

requirements for system health. For example, the NAP health policy server might have to contact 
an antivirus server to check for the version of the latest signature file or to contact a software 
update server to obtain the date of the last set of operating system updates. The following figure 
summarizes these interactions.  

The exception to this set of interactions is when a Windows -based NAP enforcement point (the 
HRA, the VPN server, or the DHCP server) is also acting as a NAP health policy server. In this 

case, the NAP enforcement point and the NAP heal th policy server is the same computer. This 
configuration is appropriate for a small network configuration in conjunction with a single -server 
networking infrastructure device. However, on an enterprise network, there are usually multiple 
DHCP servers and typically multiple VPN servers. In this case, using a separate NAP health policy 
server allows centralization of the configuration of network access and system health 

requirement policies, rather than configuring them at each NAP enforcement point.  
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4   Com mon Task Information  

This section contains information that is common to many of the tasks described in this document.  

4.1   Common Architectural Details  

This section contains information that is common to many of the tasks described in this document.  

4.1. 1   Common Abstract Data Model  

This section describes state established, used, and maintained by processing rules for many tasks 

described in this document.  

NAP Available SHAs List:  The NAP agent compiles a list of available SHAs in the system. The 
mapping  is a tuple: a 32 -bit unsigned integer representing the SHV System - Health - ID  and a 
reference to the SHV. The System - Health - ID  consists of constants that never change for a given 
SHV/SHA pair and which represent the IANA SMI Code for the vendor of the SHA/S HV pair.  

ShaTimeoutInMsec:  A DWORD  that specifies the timeout value for the call by the NAP agent to 
the SHA, in milliseconds. The default value for this ADM element is 2000 milliseconds.  

PEP Channel Used:  An enumeration { HCE P, DHCP, TSG, PEAP } that specifies the PEP channel  
protocol used.  

4.2   Common Task: Proxy EAP Payload to RADIUS  

This section describes the Proxy EAP Payload to RADIUS Task. This task is described only as a 
documentation convenience , to clarify the descriptions of other tasks in this System.  

The Proxy EAP Payload to RADIUS Task is used when it is necessary to transfer EAP payloads 

transported by PPP [RFC1661]  or 802.1X [IEEE802.1X]  to RADIUS. This task performs the actions 
described in [RFC3748]  section 2.3.  

4.2.1   Task Overview  

4.2.1.1   Task Purpose  

The purpose of the task is to build a RADIUS message containing an EAP -Message with the payload 

of an EAP message, and as a result, make the PEP act as a pass - through device.  

4.2.1.2   Task Applicability  

This task is used when an EAP message is received to t he NAP enforcement server (NAP ES) on the 
PEP that manages EAP over PPP or EAPOL.  

4.2.1.3   Task Use Cases  

4.2.1.3.1   Stakeholders and Interests Summary  

The stakeholders for the task are as follows:  

PEP : The primary interest of the PEP is to pass - through the EAP messages from the EAP peer to the 
RADIUS server.  

%5bMS-DTYP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90283
http://go.microsoft.com/fwlink/?LinkId=89910
http://go.microsoft.com/fwlink/?LinkId=90444
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4.2.1.3.2   Supporting Actors and Task Interests Summary  

None.  

4.2.1.3.3   Use Case Diagrams  

 

Figure 5: Proxy EAP Payload to RADIUS Task use case diagram  

4.2.1.3.4   Use Case: Receive EAP message  

This use case is associated with the use case diagram in section 4.2.1.3.3 . 

Goal : Pass - through an EAP message over RADIUS from the EAP peer to the RADIUS server.  

Context of use : An EAP message is received by the PEP.  

Direct actor : The PEP.  

Primary actor : The PEP.  

Supporting Actors : None.  

Stakeholders and Interests : All stakeholders are as specified in section 4.2.1.3.1 . 

Preconditions : None.  

Minimal Guaran tees : None.  

Success Guarantee : A RADIUS message is built.  

Trigger : An EAP message is received by the NAP enforcement server (NAP ES) on the PEP that 
manages EAP.  

Main Success Scenario : An EAP message is transferred from the EAP peer to the RADIUS server.  

Extensions : None.  

4.2.2   Task Context  

This section describes the relationship between this task and its environment.  
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4.2.2.1   Task Environment  

This task is accomplished by the PEP. The task does not depend on any external entity.  

4.2.2.2   Task Relationsh ips  

4.2.2.2.1   Black - Box Relationship Diagrams  

 

Figure 6: Proxy EAP Payload to RADIUS Task black - box relationships  

4.2.2.2.2   Task Dependencies  

The dependencies are as follows:  

The Proxy SoH Task (sect ion 7)  provides to this task the EAP message and uses the resulting 
RADIUS message.  

4.2.2.2.3   Task Influences  

None.  

4.2.2.3   Task Assumptions and Preconditions  

None.  

4.2.2.4   Task Versioning and Capability Negotiation  

The system does not define any versioning or capability negotiation beyond those described in the 

specifications of the protocols supported by the system.  

4.2.3   Task Architecture  

This section describes the structure of the task and the interrelationships among its parts.  

4.2.3.1   Task Architectural Constraints  

None.  

4.2.3.2   Task Abstract Data Model  

This section describes the state established, used, and maintained by processing ru les of this task. 
State may be volatile or persisted and may pertain to one, some, or all instances of the task. The 
task's state consists of the values of the named data elements (also called state variables) 
presented in this section. The overall organiz ation of the data elements, with their names, is the 

Abstract Data Model. It is intended to facilitate the reader's conceptual understanding of the 
specification. While a task's processing rules may depend upon associations established by the 

structure of its Abstract Data Model, such association can be achieved in other ways. 
Implementations may depart from this model so long as their external behavior remains consistent 
with that described in this document.  
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RADIUS - message : A RADIUS message as specified in  [RFC2865]  section 3.  

4.2.3.3   Task Abstract Parameters  

This section describes data passed to an instance of this task at the time it is invoked or triggered. 

The parameters consist of the value s of the named data elements presented in this section. The 
organization of a data element, with its names, is an Abstract Parameter. It is intended to facilitate 
the reader's conceptual understanding of the specification. While a task's processing rules m ay 
depend upon associations established by the structure of its Abstract Parameters, such association 
can be achieved in other ways. Implementations may depart from this abstraction so long as their 
external behavior remains consistent with that described in this document.  

T- Protocol : An abstract parameter of type Transport Protocol which is used to encapsulate an EAP 

packet using PPP [RFC1661]  or 802.1X [IEEE802.1X] . 

temp - EAP : An EAP packet as specified in [MS -PEAP] section 2.2.1.  

4.2.3.4   Task Abstract Results  

This section describes data returned by an instance of this task to its caller. The results consi st of 
the values of the named data elements presented in this section. The organization of a data 

element, with its names, is an Abstract Result. It is intended to facilitate the reader's conceptual 
understanding of the specification. While a task's proces sing rules may depend upon associations 
established by the structure of its Abstract Results, such association can be achieved in other ways. 
Implementations may depart from this abstraction so long as their external behavior remains 
consistent with that d escribed in this document.  

After the processing rules have been performed according to [RFC3748]  section 2.3, the returned 
result is the RADIUS - message  ADM element encapsulating the packet in the  temp - EAP  abstract 

parameter for transport over RADIUS. During pass - through processing, the EAP packet is encrypted.  

4.2.3.5   White - Box Relationships  

 

Figure 7: Proxy EAP Payload to RADIUS Task white - box relationships  

4.2.3.6   Task Events  

4.2.3.6.1   Ta sk Timers  

None.  

4.2.3.6.2   Task Non - Timer Events  

None.  

http://go.microsoft.com/fwlink/?LinkId=90392
http://go.microsoft.com/fwlink/?LinkId=90283
http://go.microsoft.com/fwlink/?LinkId=89910
%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90444
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4.2.3.7   Task Architecture and Communication  

The task communicates only with the PEP.  

4.2.3.8   Task Processing Rules  

Build a RADIUS message according to [RFC3579]  section 3.1 and store it in the RADIUS - message  
ADM element.  

4.2.3.9   Task Failure Scenarios  

A malformed EAP message may raise an error. The caller of this task will not receive a RADIUS 
message and should discard the received EAP  message and abort any further processing of the EAP 

message.  

4.2.4   Task Details  

4.2.4.1   Task Precondition Details  

The caller of the task successfully obtained the EAP message.  

4.2.4.2   Task Initialization of External Entities  

None.  

4.2.4.3   Task Eve nt Details  

4.2.4.3.1   Task Timer Details  

None.  

4.2.4.3.2   Task Non - Timer Event Details  

None.  

4.2.4.4   Task Architectural Details  

 

Figure 8: Sequence diagram for the Proxy EAP Payload to RADIUS Task main success 
scenario  

4.2.4.5   Task Processing Rule D etails  

Build a RADIUS message according to [RFC3579]  section 3.1 and store it in the RADIUS - message  
ADM element.  

http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
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4.2.5   Task Security  

For additional information about security considerations, s ee section 16 , as well as the Security 

sections of the referenced protocol Technical Documents.  

4.3   Common Task: Proxy EAP Payload from RADIUS  

This section describes the Proxy EAP Payload from RADIUS T ask. This task is described only as a 
documentation convenience, to clarify the descriptions of other tasks in this System.  

The Proxy EAP Payload from RADIUS Task is used when it is necessary to transfer EAP payloads 
transported by RADIUS to PPP [RFC1661]  or 802.1X [IEEE802.1X] . This task performs the pass -
through action described in [RFC3748]  section 2.3.  

4.3.1   Task Overview  

4.3.1.1   Task Purpose  

The purpose of the task is to build an EAP message based on a RADIUS message containing the 
EAP-message attribute, and as a result, make the PEP act as a pass - through device.  

4.3.1. 2   Task Applicability  

This task is used when a RADIUS message is received by the NAP enforcement server (NAP ES)  
on the PEP that manages EAP over PPP or EAPOL.  

4.3.1.3   Task Use Cases  

4.3.1.3.1   Stakeholders and Interests Summary  

The stakeholders for th e task are as follows:  

PEP : The primary interest of the PEP is to pass - through the EAP messages from the RADIUS server 
to the EAP peer.  

4.3.1.3.2   Supporting Actors and Task Interests Summary  

None.  

4.3.1.3.3   Use Case Diagrams  

 

http://go.microsoft.com/fwlink/?LinkId=90283
http://go.microsoft.com/fwlink/?LinkId=89910
http://go.microsoft.com/fwlink/?LinkId=90444
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Figure 9: Proxy EAP Paylo ad from RADIUS Task use case diagram  

4.3.1.3.4   Use Case: Receive RADIUS message  

This use case is associated with the use case diagram in section 4.3.1.3.3 . 

Goal : Pass - through an EAP message over RADIUS  from the RADIUS server to the EAP peer.  

Context of use : A RADIUS message is received by the PEP.  

Direct actor : The PEP.  

Primary actor : The PEP.  

Supporting Actors : None.  

Stakeholders and Interests : All stakeholders are as specified in section 4.3.1.3.1 . 

Preconditions : None.  

Minimal Guarantees : None.  

Success Guarantee : An EAP message is built.  

Trigger : A RADIUS message is received by the NAP enforcement server (NAP ES)  on the PEP 
that manages EAP.  

Main Suc cess Scenario : An EAP message is transferred from the RADIUS server to the EAP peer.  

Extensions : None.  

4.3.2   Task Context  

This section describes the relationship between this task and its environment.  

4.3.2.1   Task Environment  

This task is accomplished by the PEP. The task does not depend on any external entity.  

4.3.2.2   Task Relationships  

4.3.2.2.1   Black - Box Relationship Diagrams  

 

Figure 10: Proxy EAP Payload from RADIUS Task black - box relationships  

4.3.2.2.2   Task Dependencies  

The dependencies are  as follows:  

The Proxy SoHR Task (section 12 )  provides to this task the RADIUS message and uses t he resulting 
EAP message.  
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4.3.2.2.3   Task Influences  

None.  

4.3.2.3   Task Assumptions and Preconditions  

None.  

4.3.2.4   Task Versioning and Capability Negotiation  

The system does not define any versioning or capability negotiation beyond those described i n the 
specifications of the protocols supported by the system.  

4.3.3   Task Architecture  

This section describes the structure of the task and the interrelationships among its parts.  

4.3.3.1   Task Architectural Constraints  

None.  

4.3.3.2   Task Abstract Dat a Model  

This section describes the state established, used, and maintained by processing rules of this task. 
State may be volatile or persisted and may pertain to one, some, or all instances of the task. The 
task's state consists of the values of the named  data elements (also called state variables) 
presented in this section. The overall organization of the data elements, with their names, is the 
Abstract Data Model. It is intended to facilitate the reader's conceptual understanding of the 
specification. Wh ile a task's processing rules may depend upon associations established by the 
structure of its Abstract Data Model, such association can be achieved in other ways. 

Implementations may depart from this model so long as their external behavior remains consis tent 
with that described in this document.  

EAP - message : An EAP packet as specified in [MS -PEAP] section 2.2.1.  

4.3.3.3   Task Abstract Parameters  

This section describes data passed to an instance of this task at the time it is  invoked or triggered. 
The parameters consist of the values of the named data elements presented in this section. The 

organization of a data element, with its names, is an Abstract Parameter. It is intended to facilitate 
the reader's conceptual understandi ng of the specification. While a task's processing rules may 
depend upon associations established by the structure of its Abstract Parameters, such association 
can be achieved in other ways. Implementations may depart from this abstraction so long as their  
external behavior remains consistent with that described in this document.  

T- Protocol : An abstract parameter of type Transport Protocol, which is an EAP packet encapsulated 

in PPP [RFC1661]  or 8 02.1X [IEEE802.1X] . 

temp - RADIUS : A RADIUS message as specified in [RFC2865]  section 3.  

4.3.3.4   Task Abstract Results  

This section de scribes data returned by an instance of this task to its caller. The results consist of 
the values of the named data elements presented in this section. The organization of a data 
element, with its names, is an Abstract Result. It is intended to facilitate  the reader's conceptual 

%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90283
http://go.microsoft.com/fwlink/?LinkId=89910
http://go.microsoft.com/fwlink/?LinkId=90392
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understanding of the specification. While a task's processing rules may depend upon associations 
established by the structure of its Abstract Results, such association can be achieved in other ways. 
Implementations may depart from this abstraction so long as their external behavior remains 

consistent with that described in this document.  

After the processing rules have been performed according to [RFC3748]  section 2.3, the  returned 
result is the EAP - message  ADM element containing the EAP packet which was encapsulated in the 
temp - RADIUS  ADM element.  

4.3.3.5   White - Box Relationships  

 

Figure 11: Proxy EAP Payload from RADIUS Task white - box relationships  

4.3.3.6   Task Event s 

4.3.3.6.1   Task Timers  

None.  

4.3.3.6.2   Task Non - Timer Events  

None.  

4.3.3.7   Task Architecture and Communication  

The task communicates only with the PEP.  

4.3.3.8   Task Processing Rules  

Build an EAP message according to [RFC3579]  section 3.1 and store it in the EAP - message  ADM 
element.  

4.3.3.9   Task Failure Scenarios  

A malformed RADIUS message may raise an error. The caller of this task will not receive an EAP 

message and should discard the received RADIUS message and abort any further processing of the 
RADIUS message.  

4.3.4   Task Details  

4.3.4.1   Task Precondition Details  

The caller of the task successfully obtained the RADIUS message.  

http://go.microsoft.com/fwlink/?LinkId=90444
http://go.microsoft.com/fwlink/?LinkId=90435
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4.3.4.2   Task Initialization of External Entities  

Non e.  

4.3.4.3   Task Event Details  

4.3.4.3.1   Task Timer Details  

None.  

4.3.4.3.2   Task Non - Timer Event Details  

None.  

4.3.4.4   Task Architectural Details  

 

Figure 12: Sequence diagram for the Proxy EAP Payload from RADIUS Task main success 
scenario  

4.3.4.5   Task Processing Rule Details  

Build an EAP message according to [RFC3579]  section 3.1 and store it in the EAP - message  ADM 
element.  

4.3.5   Task Security  

For additional information about security  considerations, see section 16 , as well as the Security 

sections of the referenced protocol Technical Documents.  

http://go.microsoft.com/fwlink/?LinkId=90435


 

50  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

5   Update NAP Client Configuration Task  

This section describes how the NAP agent receive s configuration updates from the Configuration 
Manager and updates the NAP -specific configuration on the client computer. This task updates the 
local configuration on a domain - joined or non -domain - joined client computer according to changes 
applied by a Gr oup Policy System [MS -GPSO], as specified in the Network Access Protection (NAP) 
Extension [MS -GPNAP] or by a client administrator.  

Note   This task uses the NAP Client Config  ADM element (section 4.1.1 ). All other common 
information defined in section 4 is not applicable to this task.  

5.1   Task Overview  

5.1.1   Task Purpose  

The purpose of this task is to ensure that the c lient configuration is correctly collected, the client 
computer is correctly configured, and that the enabled enforcement client (EC) and HRA URLs are 
updated. The client configuration can be updated manually by the administrator or automatically 

through a  Group Policy client.  

5.1.2   Task Applicability  

This task is used when the client computer reboots, a timer triggers the NAP agent to poll the 
Configuration Manager, or when there is a configuration update event.  

This task is not applicable if the NAP sy stem is not deployed.  

5.1.3   Task Use Cases  

5.1.3.1   Stakeholders and Interests Summary  

The stakeholders for the Update NAP Client Configuration Task (section 5)  are:  

NAP agent:  The main software component on the NAP client computer. It is responsible for fetching 

the NAP configuration. The primary interest of the NAP agent is to receive a NAP -speci fic 
configuration from the Configuration Manager.  

Create and Send SoH Task:  The primary purpose of the Create and Send SoH Task (section 6)  is 
to fetch the current NAP -specific configuration from this use case.  

NAP Event Handler:  A component on the NAP client computer that receives events from 
underlying layers and passes them to the NAP agent. It ens ures that the use case will process the 
events in this task.  

5.1.3.2   Supporting Actors and Task Interests Summary  

The supporting actors are:  

Configuration Manager:  Stores the NAP -specific configuration information on the client computer 
and sends events to the NAP Event Handler. The task interest is that the NAP agent is able to read 

the configuration information from the Configuration Manager.  

GPNAP client:  A Group Policy client as described in [MS -GPSO] that enables a client computer to 
retrieve NAP -specific policy settings from a Group Policy server  and update them in the 
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Configuration Manager, as specified in [MS -GPNAP]. The task employs the GPNAP client to receive 
NAP-specific policy setting s from the Group Policy server.  

Configuration Manager Utility:  The NAP client user interface. The Configuration Manager Utility 
provides the client administration tools to retrieve, create, update, and delete NAP -specific 

configuration information that is stored in the Configuration Manager. The task employs this actor to 
define the NAP -specific configuration to be stored in the Configuration Manager.  

Client administrator:  The individual who configures the client computer. The client administrator 
modifies the NAP -specific configuration by using the Configuration Manager Utility. The task employs 
this actor to update the configuration information as required.  

5.1.3.3   Use Case Diagrams  

 

Figure 13: Update NAP Client Configuration use case diagram  
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5.1.3.4   Use Case: Update NAP Client Configuration --  NAP Agent  

Goal:  To update the NAP -specific configuration on the NAP agent based on updates to the 

Configuration Manager.  

Context of Use:  This use case is initiated when the client computer restarts, when the in ternal 
timer in the NAP agent triggers the task, or when there is a configuration update event.  

Direct Actor:  The direct actor is the NAP agent.  

Primary Actor:  The primary actor is the NAP Event Handler.  

Supporting Actors:  The supporting actors are as spec ified in section 5.1.3.2 . 

Stakeholders and Interests:  The stakeholder for this use case is the Create and Send SoH Task 
(section 6) . The primary interest of this stakeholder is to fetch the most recent NAP -specific 

configuration from this use case.  

Precondition:  The NAP client components on the cli ent computer are deployed and configured 
correctly by the client administrator.  

Minimal Guarantees:   

1.  The NAP Event Handler will always receive the events.  

2.  The use case will always process the received events.  

3.  The Configuration Manager maintains th e current NAP -specific configuration.  

4.  The use case will always deliver the current NAP -specific configuration.  

Success Guarantee:  The NAP client configuration is up - to -date.  

Trigger:  The Update NAP Cli ent Configuration Task (section 5)  can be triggered by any of the 
following:  

Á The client computer restarts.  

Á An update in the NAP -specific configuration.  

Á A timer triggers the NAP agent to poll the Configuration Manager.  

Main Success Scenario:  

1.  A configuration update to the Configuration Manager occurs as follows:  

1.  The GPNAP client retrieves the NAP -specific configuration from the Group Policy System, as 
specified in [MS -GPSO], and updates the Configuration Manager, which will send an event to 

the NAP Event Handler.  

2.  The client administrator updates the Configuration Manage r via the Configuration Manager 
Utility.  

2.  Or, one of the following occurs on the client computer:  

Á The NAP Event Handler receives an event indicating that the client computer has restarted.  

Á A timer triggers the NAP agent to poll the Configuration Manager.  
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3.  The NAP agent reads the NAP configuration information from the Configuration Manager.  

4.  The  NAP agent updates the client configuration information in the ADM elements specified in 

section 4.1.1  if it detects a change.  

5.  The NAP client configuration is up - to -date.  

Extensions:  None.  

5.2   Task Context  

This section describes the relationship between this task and its environment.  

5.2.1   Task Environment  

This task is accomplished by the NAP client in an environment where the NAP system configuration 

may be changed. The environment should meet sev eral requirements to support this task.  

Á Requirement:  The client computer has network access to the Group Policy server.  

Á Reason for requirement:  To retrieve Group Policy: NAP Extension values (as specified in 

[MS -GPNAP]) v ia the Group Policy: Registry Extension Encoding (specified in [MS -GPREG]), 
access to the Group Policy server via the network is required.  

Á Satisfying the requirement:  

1.  The network interface of the client computer is confi gured to operate on the local subnet.  

2.  The physical network path (network devices, Ethernet cables, and so on) between the local 
subnet and the Group Policy server is connected.  

3.  All network devices between the local subnet and the Group Policy server are configured to 
allow packet flow between the two entities.  

4.  The routing tables in the client computer are configured to enable correct packet routing 

between the client computer and the Group Policy server.  

Á Verifying requirement is satisfied:  The client computer can successfully ping the Group 

Policy server over the network.  

Á Consequences of not satisfying requirement:  The task is unable to receive Group Policy: 

NAP Extension values. Only manual updates to  the Configuration Manager are possible.  

Á Requirement:  The Configuration Manager has access to Windows registry.  

Á Reason for requirement:  To update the ADM elements specified in section 4.1.1 , access t o 

Windows registry is required.  

Á Satisfying the requirement:  The Configuration Manager is able to access the client registry 

using registry access APIs.  

Á Verifying requirement is satisfied:  No log entries regarding a failure to access the registry.  

Á Con sequences of not satisfying requirement:  If the NAP agent is unable to read 

configuration information from the Configuration Manager, this will prevent the NAP agent 
from functioning.  

%5bMS-GPNAP%5d.pdf
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Unless explicitly specified otherwise, the task implementation may assum e its environment is 
properly configured and is not expected to verify that every requirement is satisfied. On the other 
hand, the task implementation should be able to gracefully handle errors that may be caused by 

environment misconfiguration or temporar y dysfunction. The implementation should log these errors 

along with relevant information to allow for troubleshooting.  

5.2.2   Task Relationships  

5.2.2.1   Black - Box Relationship Diagrams  

 

Figure 14: Update NAP Client Configuration Task black - box relatio nships  

The NAP agent updates its configuration from the Configuration Manager on the client computer 
which was updated manually by the client administrator or the GPNAP client.  

5.2.2.2   Task Dependencies  

The Update NAP Client Configuration Task (section 5)  is dependent on the Group Policy server or the 

Configuration Manager Utility to have the update d configuration saved to the Configuration Manager.  

The Update NAP Client Configuration Task is dependent on the Configuration Manager to be able to 
read the updated configuration.  

5.2.2.3   Task Influences  

The Update NAP Client Configuration Task influenc es which transport protocol is used by the Create 
and Send SoH Task to send the SoH message. If the Update NAP Client Configuration Task fails, the 

NAP client configuration may be incorrect. In other words, the client will not have any ECs, or the 
correct EC will not be enabled. As a result, the Create and Send SoH Task may not be able to send 
the SoH or it could use the wrong configuration for sending. For information about possible failure 
scenarios, see section 5.3.9 . 
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5.2.3   Task Assumptions and Preconditions  

To accomplish this task, the NAP client has the following preconditions and assumptions:  

Á The operating system and hardware comprising on the client computer is trustworthy.  

Á The NAP client is e nabled on the client computer.  

Á The NAP client can access local storage on the client computer.  

5.2.4   Task Versioning and Capability Negotiation  

The Update NAP Client Configuration Task does not define any versioning and capability negotiation 

beyond th ose described in the specifications of the protocols supported or used by the task, as listed 
in section 2.3 . 

5.3   Task Architecture  

This section describes the structure of the Update NAP Client Configu ration Task and the 

interrelationships among its parts.  

5.3.1   Task Architectural Constraints  

There is only one instance of the Update NAP Client Configuration Task on each client computer and 
this instance initializes itself each time it starts. Differen t instances of this task on different client 
computers can run independently.  

5.3.2   Task Abstract Data Model  

This section describes the state established, used, and maintained by processing rules of this task. 

State may be volatile or persisted and may p ertain to one, some, or all instances of the task. The 
task's state consists of the values of the named data elements (also called state variables) 
presented in this section. The overall organization of the data elements, with their names, is the 
Abstract Data Model. It is intended to facilitate the reader's conceptual understanding of the 
specification. While a task's processing rules may depend upon associations established by the 

structure of its Abstract Data Model, such association can be achieved in o ther ways. 
Implementations may depart from this model so long as their external behavior remains consistent 

with that described in this document.  

ConfigurationReadInterval:  A timer that is used by this task to periodically check the 
configuration. The time r is a DWORD that represents the time intervals between consecutive 
retrievals of information from the Configuration Manager and is initialized to 5 minutes.  

Enabled EC List:  A list of objects, in which each contains the ID (DWORD) of an EC to use and a 
Boolean representing whether or not the EC is enabled. An instance of this ADM element is created 

for each enabled enforcement client received in Enforcement Client Settings ( [MS -GPNAP] section 
2.3). Possible values for the enf orcement types include:  

Á DHCP Enforcement -  Indicates that health policies should be enforced when a client computer 

attempts to obtain an IP address from a DHCP server, as described in [MS -GPNAP] section 2.3.1.  

Á Remote Acc ess Enforcement -  Indicates that health policies should be enforced when a client 

computer attempts to gain access to the network through a virtual private network (VPN) 

connection, as described in [MS -GPNAP] section 2.3.2.  
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Á IPsec Enforcement -  Indicates that health policies should be enforced when a client computer 

attempts to communicate with another computer using IPsec, as described in [MS -GPNAP] 
section 2.3.3.  

Á RDG Enforcement -  Indicates that health policies should be enforced when a client computer 

attempts to gain access to an RDG, as described in [MS -GPNAP] section 2.3.4.  

Á Wireless EAPOL Enforcement / EAP Enforcement -  Indicates that health policies shoul d be 

enforced when a client computer attempts to access a network through an 802.1X wireless 
connection or an authenticating switch connection, as described in [MS -GPNAP] section 2.3.5.  

This ADM element is initialized as an e mpty list. When an EC is detected in the Configuration 

Manager, the ID of the EC is added to this ADM element along with its state. When the NAP agent 
cannot access the Configuration Manager or the Configuration Manager is deleted, no EC will be 
available,  and therefore, this ADM element is not initialized. The information in this ADM element is 
used by the NAP agent to create an ADM element that is used in the Create and Send SoH Task 
(section 6.3.3 ).  

IP sec HRA List:  This ADM is initialized to an empty string. When IPsec enforcement client is 

enabled, this ADM element is created to contain a list of strings, where each string indicates an 

available IPsec HRA server URL as specified in [MS -GPNAP] section 2.4.4. When the NAP agent 
cannot access the Configuration Manager or the Configuration Manager is deleted, this ADM element 
will not be initialized and the IPsec EC will not be able to send the SoH. The information in this ADM  
element is used by the NAP agent to send HCEP messages in the Create and Send SoH Task (section 
6.3.3 ).  

NAP Client Config:  Contains configuration information used by the NAP client. The ADM element is 

initialized with default values. When the NAP agent reads the configuration from local storage, the 
NAP agent stores the configuration information in this ADM element, as described in section 5. The 
follo wing NAP configuration information is stored in this ADM element:  

Á Trace settings -  The NAP client tracing functionality settings that are compounded from the 

following settings:  

Á Enable Tracing -  An indicator that specifies whether tracing is enabled on the NAP client. The 

data type and range of values are specified i n [MS -GPNAP] section 2.1.1.  

Á Tracing Level -  Holds the tracing level on the NAP client. The data type and range of values 

are specified in [MS -GPNAP] section 2.1.2.  

Á User Interface settings -  UI display information settings that are used by the NAP client UI and 

are compounded from the following settings:  

Á SmallText -  Specifies the user notification title displayed to the user. The data type and valid 

values are specified in [MS -GPNAP] section 2.2.1.  

Á LargeText -  Specifies the user notification subtitle displayed to the user. The data type and 

valid values are specified in [MS -GPNAP] section 2.2.2.  

Á ImageFile -  Represents an image that is displayed in the NAP client user interface. The data 

type and valid values are specified in [MS -GPNAP] section 2.2.3.  

Á ImageFileName -  Used to determine the format of the image data specified in ImageFile. The 

data t ype and valid values are specified in [MS -GPNAP] section 2.2.4.  

%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf


 

57  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

Á Health Registration Authority (HRA) settings -  The NAP HRA settings are used by the NAP client in 

the Creat e and Send SoH Task (section 6)  for HCEA EC and are compounded from the following 
settings:  

Á PKCS#10 Certificate settings -  Security parameters to c onstruct the Public Key Cryptography 

Standards (PKCS) #10 certificate request, as specified in [MS -HCEP] section 2.2.1.4. The 
following parameters are used when the IPsec enforcement client is enabled:  

Á Cryptographic Service Provider (CSP) -  The name of the cryptographic service provider 

(CSP) that is used to generate the key pair on the HCEA. Data type and valid values are 
specified in [MS -GPNAP] section 2.4.1.1.  

Á Cryptographic Provider Type -  The type of the cryptographic service provider (CSP) that is 

used to generate the key pair on the HCEA. The data type and range of values are specified 
in [MS -GPNAP] section 2.4.1.2.  

Á Public Key OID -  An object identifier (O ID) that identifies the algorithm of the public -private 

key pair associated with the certificate. The data type and valid values are specified in [MS -
GPNAP] section 2.4.1.3.  

Á Public Key Length -  The key length of the public -private key pair associated with the 

certificate. The data type and range of values are specified in [MS -GPNAP] section 2.4.1.4.  

Á Public Key Spec -  The public key associated with the certificate. The data type and range of 

values are specified in [MS -GPNAP] section 2.4.1.5.  

Á Hash Algorithm OID -  An OID identifying the hash algorithm used to sign the certificate 

request. The data type and valid values are specified in [MS -GPNAP] section 2.4.1.6.  

Á HRA Auto -Discovery -  An indicator that specifies whether HRA Auto -Discovery is enabled in 

the NAP client. The data type and range of values are specified in [MS -GPNAP] section 2.4.2.  

Á Use SS L -  An indicator that specifies whether SSL is enabled for communication with the HRA. 

The data type and range of values are specified in [MS -GPNAP] section 2.4.3.  

Á Reconnect Attempts settings -  The time (in minutes) that th e client should wait before 

attempting to reconnect to an HRA in the event of a connection failure. The data type and 
range of values are specified in [MS -GPNAP] section 2.4.5.  

Á SoH settings -  These settings include a Backwa rd Compatible indicator which is used for 

backward compatibility by the NAP client in the Create and Send SoH Task  (section 6). The data 
type and range of values are specified in [MS -GPNAP] section 2.5 . 

5.3.3   Task Abstract Parameters  

None.  

5.3.4   Task Abstract Results  

This section describes data returned by an instance of this task to its caller. The results consist of 
the values of the named data elements presented in t his section. The organization of a data 

element, with its names, is an Abstract Result. It is intended to facilitate the reader's conceptual 

understanding of the specification. While a task's processing rules may depend upon associations 
established by the  structure of its Abstract Results, such association can be achieved in other ways. 
Implementations may depart from this abstraction so long as their external behavior remains 
consistent with that described in this document.  
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The Update NAP Client Configura tion Task does not return data to its caller.  

5.3.5   White - Box Relationships  

 

Figure 15: Update NAP Client Configuration Task white - box relationships  

The NAP agent contacts the Configuration Manager on the client computer to obtain the latest 
configurati on. The Configuration Manager maintains the configuration in the registry and accesses it 
using registry access APIs. The configuration is stored in the registry in two locations, one that is 

updated by the client administrator using the Configuration Mana ger Utility, and another that is 
updated by the GPNAP client (see [MS -GPNAP] section 1.4). The GPNAP client has priority over the 

manual configuration. The IPSEC HRA List  and Enabled EC List  ADM elements specified in section 
5.3.2  are shared between this task and the Create and Send SoH Task (section 6) . 

5.3.6   Task Events  

5.3.6.1   Task Timers  

The Update NAP Client Configuration Task implements the timer specified in the 
ConfigurationReadInterval  ADM element (section 5.3.2 ).  

5.3.6.2   Task Non - Timer Events  

This task uses one non - timer event: Update Configuration.  
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5.3.7   Task Architecture and Communication  

 

Figure 16: Update NAP Client Configuration Task architecture and communication 
overview  

5.3.8   Task Processin g Rules  

The following describes the operational flow of the Update NAP Client Configuration Task:  

1.  A configuration update to the Configuration Manager occurs in one of the following ways:  

Á The GPNAP client retrieves the NAP client configuration from the  Group Policy System [MS -

GPSO] and updates the Configuration Manager, as specified in [MS -GPNAP]. 

Á The client administrator updates the Configuration Manager via a Configuration Manager 

Utility.  

2.  The NAP agent contacts the  Configuration Manager every period of time based on the value of 

the timer interval specified in the ConfigurationReadInterval  ADM element as specified in 
section 5.3.6.1  or when an event is received fr om the NAP Event Handler.  

3.  The NAP agent obtains the latest configuration information and loads it into memory.  

4.  The NAP agent compares the values in the cached configuration from the previous step with the 
values stored in the NAP Client Config  (secti on 4.1.1 ), and Enabled EC List  and IPsec HRA 

%5bMS-GPNAP%5d.pdf


 

60  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

List  ADM elements (section 5.3.2 ). If changes are detected, the NAP agent updates the values 
stored in NA P Client Config , Enabled EC List , and IPsec HRA List . 

5.  The NAP agent waits until the next configuration is read.  

5.3.9   Task Failure Scenarios  

5.3.9.1   Tasks Fail to Receive System Configuration  

If the NAP agent fails to receive the configuration from the Connection Manager, either because the 
Connection Manager cannot access the registry or because registry values were deleted, the ADM 
elements passed to the Create and Send SoH Task may contain the wrong configuration for sending 
the SoH.  

5.4   Task De tails  

This section contains the details that complete the descriptions in earlier sections of the document. 
These details are needed to understand and implement this task.  

5.4.1   Task Precondition Details  

For the complete list of task preconditions and as sumptions, see section 5.2.3 . Details for some of 

the preconditions are as follows:  

Á The NAP client is enabled on the client computer.  

Á The NAP client can access the registry on the client computer.  

Á If the client computer is configured to receive Group Policy updates, the client computer must be 

a member of a domain.  

5.4.2   Task Initialization of External Entities  

None.  

5.4.3   Task Event Details  

5.4.3.1   Task Timer Details  

The Update NAP Client Con figuration Task uses the timer stored in the ConfigurationReadInterval  
ADM element (section 5.3.2 ).  

5.4.3.2   Task Non - Timer Event Details  

When there is an update in the NAP -specific configuration on the  client computer, the task is 
triggered to update the NAP -specific ADM elements (section 4.1.1 ) maintained by the NAP agent.  

5.4.4   Task Architectural Details  

This section illustrates an example of how  the NAP agent reads from the Configuration Manager and 

updates its configuration at the same time that the Configuration Manager is being updated 
externally by the Group Policy.  
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Figure 17: Sequence diagram for the main success scenario of the Update NAP  Client 
Configuration Task  

1.  The NAP client configuration is updated in the Configuration Manager by the GPNAP client or by 
the Configuration Manager Utility.  

2.  An Update Configuration event is sent from the Configuration Manager to the NAP Event Handler . 

This event will trigger the NAP agent to fetch the configuration from the Configuration Manager.  

3.  The NAP agent reads the configuration data from the Configuration Manager.  

4.  The NAP agent reviews the configuration for changes, and updates its configu ration if necessary.  

5.  The NAP agent configuration read process waits until the next configuration read based on the 
timer interval value stored in the ConfigurationReadInterval  ADM element.  

5.4.5   Task Processing Rule Details  

1.  A configuration update t o the Configuration Manager occurs in one of the following ways:  

Á The GPNAP retrieves the NAP client configuration from the Group Policy System [MS -GPSO] 

and updates registry entries in the Configuration Manager, as specified in [MS -GPNAP]. 

Á The client administrator updates registry entr ies in the Configuration Manager via the 

Configuration Manager Utility.  

2.  The Configuration Manager sends an event to the NAP Event Handler to notify it about the 
change.  
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3.  The NAP Event Handler triggers the NAP agent.  

4.  The NAP agent contacts the Confi guration Manager to obtain an updated configuration. The NAP 

agent also polls the Configuration Manager at certain time intervals to obtain an updated 
configuration, based on the value of the timer specified in the ConfigurationReadInterval  ADM 

element (se ction 5.3.2 ).  

5.  The Configuration Manager reads the registry entries specified in [MS -GPNAP] section 2 using a 
public registry API and returns the information to the NAP a gent.  

6.  For each registry entry, the NAP agent updates the following ADM elements:  

Á The Trace settings specified in [MS -GPNAP] section 2.1, including Enable Tracing and Tracing 

Level, are stored in the NAP Client Config  ADM element (section 4.1.1 ) to be used by the 

NAP agent. Tracing records NAP events in a log file used for troubleshooting and maintenance. 
By default, NAP tracing is disabled, so NAP events are recorded in the NAP tracing log file. For 
more information see [MSFT -CFGNAPTRCNG]. 

Tracing level determines the extent of logging, 0x00000003 results in a detailed log.  

Note   This NAP configuration information will not affect the protocol's wire behavior.  

Á The User Interface Settings  specified in [MS -GPNAP] section 2.2, including SmallText, 

LargeText, ImageFile, and ImageFileName, are stored in the NAP Client Config  ADM element 
(section 4.1.1 ) to be used by the NAP client UI. These settings are used by the NAP client UI 
to display the following information:  

Á SmallText:  User notification title.  

Á LargeText:  User notification subtitle.  

Á ImageFi le:  Image.  

Á ImageFileName:  Specifies the format of the image data specified in ImageFile . 

Note   The ImageFile  and ImageFileName  settings do not affect protocol wire behavior.  

Á For each Enforcement Client specified in [MS -GPNAP]  section 2.3, the ID of the ECs and their 

state (enabled or disabled) are added to the Enabled EC List  ADM element (section 5.3.2 ). 
The ID of the EC is used by the NAP client in the Create and Send SoH Task (section 6) , where 

possible values include DHCP Enforcement, Remote Access Enforcement, I Psec Enforcement, 
Wireless EAPOL Enforcement, RDG Enforcement, and EAP Enforcement.  

Á The Health Registration Authority (HRA) settings specified in [MS -GPNAP] section 2.4, 

including Cryptographic Service Provider (CSP), Crypt ographic Provider Type, Public Key OID, 
Public Key Length, Public Key Spec, Hash Algorithm OID, HRA Auto -Discovery, Use SSL, and 
Reconnect Attempts, are stored in the NAP Client Config  ADM element (section 4.1.1 ).  

Á When the IPsec enforcement client is enabled, the IPsec HRA List  ADM element (section 

5.3.2 ) is created and filled with strings, where each string indicates an available IPsec HRA 
server URL as specifi ed in [MS -GPNAP] section 2.4.4. If HRA Auto -Discovery, stored in the 
NAP Client Config  ADM element (section 4.1.1 ), is enabled, HRA URLs are discovered 
automatically by the  NAP client using DNS SRV lookup, as described in [MS -GPNAP]  section 

2.4.2 . The information in the IPsec HRA List  ADM element is used by the NAP client to send 

HCEP messag es in the Create and Send SoH Task (section 6).  
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7.  The NAP agent sleeps according to the value of the timer interval specified in 
ConfigurationReadInterval . 

5.5   Task Security  

This section documents sec urity issues specific to this task that are not otherwise described in the 
Technical Documents (TDs) for the protocols used in the task. It does not duplicate what is already 
in the protocol TDs unless there is some unique aspect that applies to the system  as a whole.  

The only security considerations for this task is that the NAP agent must be allowed to access the 
registry on the client computer and only an administrator can change the configuration manually.  
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6   Create and Send SoH Task  

This section descr ibes how the NAP agent creates an SoH on a client computer. This task is initiated 
when there is a trigger for new health information on a client computer where the NAP components 
are deployed. For example, when a change of health state occurs, when a clie nt attempts to access 
a NAP protected network resource, and so on. For more information about possible triggers, see 
section 6.1.3.4 . The NAP Agent requests an SoH message from the SoH Client. The SoH Cl ient uses 
the services provided by the system health agent (SHA) to create an SoH. The SoH Client collects 
health evaluation information from each SHA and caches them. The SoH cache is updated whenever 

an SHA supplies a new or updated SoH. The NAP agent se nds the SoH message to the enforcement 
client which sends it to the Policy Enforcement Server.  

The health collection in Windows Security Health Agent (WSHA) follows the protocol defined in [MS -
WSH] . The protocols that can be us ed in this task are specified in the following documents: [TNC - IF-
TNCCSPBSoH] , [MS -WSH], [MS -HCEP], [MS -DHCPN] , [MS -TSGU] , [IEEE802.1X] , and [MS -PEAP]. 

Note   This task uses the NAP Client Config  and NAP Available SHAs List  ADM elements (section 
4.1.1 ). All other common information defined in section 4 is not applicable to this task.  

6.1   Task Overview  

6.1.1   Task Purpose  

The purpose of this task is to ensure that  the health information is correctly collected and that the 
SoH is correctly created on a client computer when a health state change occurs. This task includes 
but is not limited to health status assessment and SoH composition.  

6.1.2   Task Applicability  

This task is used when a client computer attempts to access network -based resources and the NAP 
System is deployed on the client computer. This task is not applicable if the NAP System is not 
deployed.  

6.1.3   Task Use Cases  

6.1.3.1   Stakeholders and Inter ests Summary  

The stakeholders for the Create and Send SoH Task are as follows:  

NAP Agent:  The main software component on the NAP client computer. It is responsible for 
executing NAP -related operations, such as fetching the NAP configuration, creating the c orrelation 
ID, determining which transport protocol to use, and so on. The primary interest of the NAP Agent in 

this task is that all transport protocol messages are sent by the task with a correlation ID, an SoH 
packet, and the authentication data.  

NAP Ev ent Handler:  A component on the NAP client computer that receives events from the 
underlying layers and passes them to the NAP Agent. The primary interest of the NAP Event Handler 
in this task is that the use case will always process the received events.  

Proxy SoH Task:  The purpose of this stakeholder is to proxy the correlation ID, the SoH packet, 

and the authentication data from the DHCPN, HCEP, TSGU, or PEAP servers to the RNAP client. As 

such, the primary interest of this stakeholder is to ensure that t he Create and Send SoH Task only 
sends protocol messages that contain all three components.  

%5bMS-WSH%5d.pdf
%5bMS-WSH%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=89910
%5bMS-PEAP%5d.pdf
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6.1.3.2   Supporting Actors and Task Interests Summary  

The supporting actors are:  

SOH Client:  The purpose of this actor is to utilize the processing rules defined i n [TNC - IF-

TNCCSPBSoH]  to create SoH packets. This is accomplished by first creating the SSoH header, which 
is prepended to the SoH packet. The actor then calls the abstract interface of each reg istered and 
enabled SHA in turn. Each SHA returns a SoHReportEntry which is appended to the SoH packet. The 
use case employs this actor whenever a new SoH packet is required.  

HCEP HCEA:  This protocol client is used to send [MS -HCEP] messages to an HCEP server on the 
PEP computer. In this use case, when HCEP is used, the HCEP HCEA acts in the role of an 
enforcement client (EC). This is typically done when the client computer requires an X.509 

certificate for use by an IPSec conn ection to the corporate network. An [MS -HCEP] protocol message 
exchange can be triggered in other ways, such as an IP Address change. The use case employs this 
actor whenever an SoH packet has to be sent to the HCEP server.  

DHCP Client:  This protocol clien t is used to send [MS -DHCPN]  messages to a DHCPN server on the 
PEP computer. In this use case, when DHCPN is used, the DHCP Client acts in the role of an 

enforcement client (EC). This is typically done when the client compute r uses dynamic addressing 

and first boots up. The [MS -DHCPN] message is carried as part of the payload in the DHCP 
messages used to retrieve an IP Address. A [MS -DHCPN] protocol message exchange is also 
triggered when the lease record expires. The use case  employs this actor whenever an SoH packet 
has to be sent to the DHCPN server.  

TSGU Client:  This protocol client is used to send [MS -TSGU]  messages to a TSGU server on the PEP 
computer. In this use case, when TSGU is used, the  TSGU Client acts in the role of an enforcement 
client (EC). This is typically done when a user on the client computer attempts to use RDP to access 

a computer located on the corporate network, which requires going through a terminal services 
gateway. The use case employs this actor whenever an SoH packet has to be sent to the TSGU 
server.  

PEAP Peer:  This protocol client is used to send [MS -PEAP] messages to a PEAP server on the PEP 
computer. In this use case, when PEAP is used , the PEAP Peer acts in the role of an enforcement 
client (EC). There are two typical scenarios where a [MS -PEAP] protocol message exchange is 

triggered.  The first scenario occurs when the client computer first boots up and authenticates 

against an 802.1X  device, such as a gateway router. The second scenario occurs when a user on the 
client computer attempts to VPN into a resource located on the corporate network. A [MS -PEAP] 
protocol message exchange can be triggered in other ways, such as a change in the  NAP 
configuration. The use case employs this actor whenever an SoH packet has to be sent to the PEAP 
server.  

Configuration Manager:  The configuration manager maintains the data store containing the NAP 

configuration and notifies the NAP Agent  about config uration changes. The NAP configuration 
contains elements representing all the settings found in [MS -GPNAP]. The use case contacts the 
Configuration Manager whenever it is required to get NAP configuration values.  

http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-GPNAP%5d.pdf
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6.1.3.3   Us e Case Diagrams  

 

Figure 18: Create and Send SoH Task use case diagram  

6.1.3.4   Use Case: Create and Send SoH --  NAP Agent  

This use case is associated with the use case diagram in section 6.1.3.3 . 

Goal:  To create an SoH message [TNC - IF-TNCCSPBSoH]  containing health information about the 
client computer and send the SoH message to the PEP computer by using one of the transport 
protocols: [MS -HCEP], [MS -DHCPN] , [MS -TSGU] , or [MS -PEAP]. 

http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
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Context of Use:  This use case is initiated when there is a trigger for new health information  on a 
client computer where the NAP components are deployed.  

Direct Actor:  This role is performed by the NAP Agent . For more information, see section 3.3.1 . 
The NAP Agent  is the main software component o n the NAP client computer. It is responsible for 

executing NAP -related operations, such as fetching the NAP configuration, creating the correlation 
ID, determining which transport protocol to use, and so on. Its interest in this task is that all 
transport protocol messages are sent by the task with a correlation ID, an SoH packet, and the 
authentication data.  

Primary Actor:  This role is performed by the NAP Event Handler . The NAP Event Handler  is a 
component on the NAP client computer that receives events f rom the underlying protocol layers and 
passes them to the NAP Agent . Its interest in this task is that the use case will always process the 

received events.  

Supporting Actors:  The supporting actors are as specified in section 6.1.3.2 . 

Stakeholders and Interests:  

Á Proxy SoH Task : The purpose of this stakeholder is to proxy the correlation ID, the SoH packet, 

and the authentication data from the DHCPN, HCEP, TSGU, or PEAP servers to the RNAP client. 
As such, the primary interest of this stakeholder is to ensure tha t the Create and Send SoH Task 

only sends protocol messages that contain all three components.  

Precondition:  The NAP client components on the client computer are deployed and configured 
correctly by the client administrator.  

Minimal Guarantees:  

Á The NAP E vent Handler  will always receive the events.  

Á The use case will always process the received events.  

Á No transport protocol messages are sent by the task without a correlation ID, an SoH packet, and 

the authentication data.  

Success Guarantee:  The health s tatus on the client computer is correctly assessed and an SoH 
message is created based on the health assessment and sent to the NAP health policy server.  

Trigger: The Create and Send SoH Task can be triggered by any of the following:  

Á The NAP Event Handle r  receives an event indicating that the network status of the client 

computer has changed.  

Á The NAP Event Handler  receives an event indicating that the DHCP lease expires and has to be 

renewed.  

Á The NAP Event Handler  receives an event indicating that the  IPSec certificate has expired.  

Á The NAP Event Handler  receives an event indicating that the client computer reboots or 

awakens from hibernation.  

Á The NAP Event Handler  receives an event indicating that the client computer attempts to 

access a NAP -protec ted network resource by using IPSec, VPN, or RDP.  

Á The NAP Event Handler  receives an event indicating that the client computer completes 

remediation.  



 

68  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

Á The NAP Event Handler  receives an event indicating that the SoH values change due to an 

internal or ext ernal event. (A state change occurs in the client computer firewall, Windows Server 
Update Service, antivirus or antispyware software, and so on.)  

Á The NAP Event Handler  receives an event indicating that there is a change in the NAP 

configuration of the c lient computer, for example a NAP Group Policy change.  

Main Success Scenario:  

1.  The NAP Event Handler  triggers the use case when one of the following events occurs:  

Á The NAP Event Handler  receives an event indicating that the network status of the client  

computer has changed.  

Á The NAP Event Handler  receives an event indicating that current DHCP lease expires.  

Á The NAP Event Handler  receives an event indicating that the IPSec certificate received via 

[MS -HCEP] expires.  

Á The NAP Event Handler  receives an  event indicating that the client computer reboots or 

awakens from hibernation.  

Á The NAP Event Handler  receives an event indicating that the client computer accesses a 

NAP-protected network resource by using IPSec, VPN, or RDP.  

Á The NAP Event Handler  rec eives an event indicating that the client computer completes 

remediation.  

Á The NAP Event Handler  receives an event indicating that a state change occurs on the client 

computer modifying the current SoH values.  

Á The NAP Event Handler  receives an event ind icating that the NAP configuration is modified.  

The NAP Event Handler  passes the event to the NAP Agent .  

2.  The NAP Agent  creates a unique correlation ID.  

3.  The NAP Agent  requests and receives the current NAP configuration from the Configuration 
Manager .  

4.  The NAP Agent  obtains an SoH packet in the following manner:  

Á The NAP Agent  calls the GetSoHRequest abstract interface ( [TNC - IF-TNCCSPBSoH] ), passing 

the correlation ID as an input. The Task Timer and Backward Compatible settings from the 
NAP configurati on are also passed as inputs.  

Á The SoH Client  creates an SoH Packet with valid health information using the process 

described in [TNC - IF-TNCCSPBSoH] . 

Á The SoH Client  returns the SoH Packet to the NAP Agent  using the SoHRequest  output 

parameter of the GetSoHRequest abstract interface.  

5.  The NAP Agent  determines which transport protocol processing is required, according to the 

Enabled EC List  and the trigger type.  

6.  If the NAP Agent  determines the trigger is applicable to DHCPN, DHCPN is enabled and the 
client computer has new or existing DHCP connections or is configured to use DHCP:  

http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=240054
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Á The NAP Agent  notifies the DHCP Client  about the health change using the abstract 

interface DhcpClientNotifySoHChange (see [MS -DHCPN]  section 3.1.7.3).  

Á The DHCP Client  composes a DHCPN message containing the SoH packet wh ich it retrieves 

using NAP EC APIs (see [MSDN -NAPAPI] ) and sends it to the PEP using the process described 
in [MS -DHCPN]  section 3.1.4.2.  

7.  If the NAP Agent  deter mines the trigger is applicable to HCEP, HCEP is enabled and the client 
computer has new or existing IPSec connections:  

Á The NAP Agent  sends the correlation ID, the SoH packet, and authentication data to the 

HCEP HCEA  using the [MS -HCEP] client abstract interface. The Cryptographic Service 

Provider, Cryptographic Provider Type, Public Key OID, Public Key Length, Public Key  Spec, 
Hash Algorithm OID, HRA Auto -Discovery, Use SSL, HRA URLs, and Reconnect Attempts 
settings from the NAP configuration are also passed as inputs.  

Á The HCEP HCEA  composes an HCEP message containing the SoH packet and sends it to the 

PEP using the pro cess described in [MS -HCEP] section 3.1.5.1.  

8.  If the NAP Agent  determines the trigger is applicable to TSGU, TSGU is enabled, and the client 

computer has new or existing RDP connections:  

Á The NAP Agent  sends the correlation  ID, the SoH packet, and authentication data to the 

TSGU Client  using the [MS -TSGU] client abstract interface.  

Á The TSGU Client  composes a TSGU message containing the SoH packet and sends it to the 

PEP using the process described in [MS -TSGU]  section 3.6.4.  

9.  If the NAP Agent  determines the trigger is applicable to PEAP, PEAP is enabled, and the client 

computer has new or existing VPN connections or is configured to use EAPOL:  

Á The NAP Agent  sends the correlation ID, the SoH  packet, and authentication data to the 

PEAP Peer  using the [MS -PEAP] client abstract interface.  

Á The PEAP Peer  composes a PEAP message containing the SoH packet and sends it to the PEP 

using the process described in [MS -PEAP] section 3.2.5.4.5.  

Extensions: None.  

6.2   Task Context  

This section describes the relationship between this task and its environment.  

6.2.1   Task Environment  

This task is accomplished by the NAP client in an environment where client computer request ac cess 
to network resources under the control of devices or servers acting as PEPs [RFC2753] . 

To accomplish this task, the NAP client requires the following from its environment:  

Á Requirement:  The SOH Client, NAP Agent, DHCP Client, TSGU Client, PEAP Peer, and HCEP 

ECEA are correctly configured as specified in section 4.1.1 . 

Á Reason for requirement:  Correct configuration is req uired for the SOH Client to collect 

health information from SHAs, compose the SoH message and send it to NAP Agent, for the 

NAP Agent to send the SoH message to the DHCP Client, TSGU Client, PEAP Peer, and HCEP 

%5bMS-DHCPN%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=199018
%5bMS-DHCPN%5d.pdf
%5bMS-HCEP%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=156668
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ECEA, and for the DHCP Client, TSGU Client, P EAP Peer, and HCEP ECEA to send the message 
to the PEP server.  

Á Satisfying the requirement:  The Update NAP Client Configuration Task completes 

successfully.  

Á Verifying requirement is satisfied:  

1.  A network capture performed during the task execution shows SoH encapsulated within the 
messages of the transport protoc ol selected for this task, as specified in the Main Success 
Scenario. The request MUST contain an SoHReportEntry for each enabled SHA.  

2.  No errors related to configuration are logged by the SOH Client, NAP Agent, DHCP Client, 
TSGU Client, PEAP Peer, or HC EP ECEA. 

Á Consequences of not satisfying requirement:  The task is unable to create and send the 

SoH.  

Á Requirement:  The task triggers described in section 6.1.3.4  are functioning correctly.  

Á Reason for requirem ent:  The triggers initiate the task.  

Á Satisfying the requirement:   

1.  The Update NAP Client Configuration Task executes successfully.  

2.  The SHAs and NAP EC are enabled.  

Á Verifying requirement is satisfied:  A network capture performed immediately after a ny 

triggering event shows the SoH encapsulated within the messages of the transport protocol 
selected for this task, as specified in the main success scenario.  

Á Consequences of not satisfying requirement:  The task does not start; the SoH is not 

created an d not sent.  

Á Requirement:  The enabled SHAs are running and able to provide correct health evaluation of 

the client computer.  

Á Reason for requirement:  The SHAs provide health information which is encapsulated in the 

SoH.  

Á Satisfying the requirement:  The SHAs are enabled.  

Á Verifying requirement is satisfied:   

1.  A network capture performed during the task execution shows SoH encapsulated within 
messages of the transport protocol selected for this task, as specified in the main success 
scenario. The health  information contained in the request must be complete and correct.  

2.  No errors are logged by SHAs.  

Á Consequences of not satisfying requirement:  The task is unable to create the SoH, or the 

health information in the SoH is incorrect or missing.  

Á Require ment:  There is network connectivity between the NAP client computer and PEP servers.  

Á Reason for requirement:  The NAP EC communicates with the PEP.  
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Á Satisfying the requirement:   

1.  The network interface of the client computer is configured to operate on the local subnet.  

2.  The physical network path (network devices, Ethernet cables, and so on) between the local 

subnet and the PEP is connected.  

3.  All network devices between the local subnet and the PEP are configured to allow packet 
flow between the two entities.  

4.  The network infrastructure that provides name and address resolution and routing services 
is functional.  

Á Verifying requirement is satisfied:  The NAP client computer can successfully ping the PEP 

over the network.  

Á Consequences of not satisfying requirement:  The SoH cannot be sent.  

Á Requirement:  The HCEP HCEA  is running and can communicate with the HCEP HR A on the PEP 

by using the [MS -HCEP] protocol.  

Á Reason for requirement:  The HCEP HCEA  is used to send SoH encapsulated within the 

[MS -HCEP] packets to the PEP.  

Á Satisfying the requirement:   

1.  The HCEP HCEA  component is enabl ed, as described in [MS -GPNAP] section 2.3.  

2.  The HCEP HCEA  is configured with the HCEP HRA settings described in [MS -GPNAP] 
section 2.4.  

Á Verifying requirement is satisfied:   

1.  Monitoring to ols show the HCEP HCEA  is active.  

2.  A network capture performed during health certificate enrollment shows SoH encapsulated 
within [MS -HCEP] messages. The message exchange must reflect the HRA settings.  

3.  No errors are logged by the HCEP client.  

Á Conseq uences of not satisfying requirement:  The SoH cannot be sent using the Health 

Certificate Enrollment Protocol [MS -HCEP].  

Á Requirement:  The DHCPN Client  is running and can communicate with the DHCPN server on 

the PEP using the Dynamic Host Configuration Pr otocol (DHCP) Extensions for Network Access 
Protection (NAP) [MS -DHCPN] . 

Á Reason for requirement:  The DHCPN Client  is used to send SoH encapsulated within [MS -

DHCPN] packets to the PEP.  

Á Satisfying the requirement:  The DHCP N Client  component is enabled, as described in 

[MS -GPNAP] section 2.3.  

Á Verifying requirement is satisfied:   

1.  Monitoring tools show the DHCPN Client  is active.  

%5bMS-HCEP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-GPNAP%5d.pdf
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2.  A network capture performed during the task execution shows  SoH encapsulated within the 
[MS -DHCPN] messages.  

3.  No errors are logged by the DHCPN Client . 

Á Consequences of not satisfying requirement:  The SoH cannot be sent using the Dynamic 

Host Configuration Protocol (DHCP) Extensions for Network Access Protectio n (NAP) [MS -
DHCPN] protocol.  

Á Requirement:  The TSGU Client  is running and has the ability to communicate with the TSGU 

server on the PEP using the Terminal Services Gateway Server Protocol [MS -TSGU] . 

Á Reason for requirement:  The TSGU Client  is used to send SoH encapsulated within the 

[MS -TSGU] packets to the PEP.  

Á Satisfying the requirement:  The TSGU Client  component is enabled, as described in [MS -

GPNAP] section 2.3.  

Á Verifying requirement is  satisfied:   

1.  Monitoring tools show the TSGU Client  is active.  

2.  A network capture performed during the task execution shows SoH encapsulated within the 

[MS -TSGU] messages.  

3.  No errors are logged by the TSGU Client . 

Á Consequences of not satisfying req uirement:  The SoH cannot be sent using the Terminal 

Services Gateway Server Protocol [MS -TSGU].  

Á Requirement:  The PEAP Peer  is running and can communicate with the PEAP server on the PEP 

using the Protected Extensible Authentication Protocol (PEAP) [MS -PEAP]. 

Á Reason for requirement:  The PEAP Peer  is used to send SoH encapsulated within [MS -

PEAP] packets to the PEP.  

Á Satisfying the requirement:  The PEAP Peer  component is enabled, as described in [MS -

GPNAP] section 2.3.  

Á Verifying requirement is satisfied:   

1.  Monitoring tools show the PEAP Peer  is active.  

2.  A network capture performed during the task execution shows SoH encapsulated within the 
[MS -PEAP] messages.  

3.  No errors are logged by the  PEAP Peer . 

Á Consequences of not satisfying requirement:  The SoH cannot be sent using the Protected 

Extensible Authentication Protocol (PEAP) [MS -PEAP].  

%5bMS-TSGU%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-GPNAP%5d.pdf
%5bMS-GPNAP%5d.pdf
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6.2.2   Task Relationships  

6.2.2.1   Black - Box Relationship Diagrams  

 

Figure 19: Create and Send SoH Task black - box relationships  

The NAP client collects health information and an assessment, and creates SoH messages and sends 
them to the NAP health policy server via PEP. The SoH messages transported on the wire from the 
NAP client to the PEP are encapsul ated by the underlying communication protocols: see [MS -HCEP], 

[MS -DHCPN] , [MS -TSGU] , and [MS -PEAP].  

6.2.2.2   Task Dependencies  

The d ependencies in the relationship diagram are as follows:  

Á The Proxy SoH Task depends on the Create and Send SoH Task because the Proxy SoH Task 

relies on the Create and Send SoH Task to generate an SoH message so that the SoH message 
can be transferred to the NAP health policy server.  

Á This task depends on the SHA to perform the health state evaluation on the client computer in 

order for it to be able to create an SoH.  

Á This task depends on the Update NAP Client Configuration Task to set the Enabled EC Li st, and in 

the case of IPsec, it also depends on the Update NAP Client Configuration Task to provide the 
location of the HRA server.  

Á This task depends on the transport protocols listed in section 6.2.2. 1 to transport the created 

SoH to the PEP.  

%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
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6.2.2.3   Task Influences  

The Create and Send SoH Task influences the Process SoH Task (section 9)  as the latter is the 

consumer of the SoH generated by the Create and Send SoH Task.  

The Create and Send SoH Task is influenced by the Remediate Client Health Task (section 15 )  as the 
latter can change the client computer firewall, Windows Server Update Service, or antivirus or 
antispyware software, and as a result, trigger the Create and Send SoH Task.  

6.2.3   Task Assumptions and Preconditions  

To accomplish this task, the NAP client has the following preconditions and assumptions:  

Á The operating system and hardware comprising on the client computer is trustworthy.  

Á The client administrators are trustworthy. The client administrators are responsible for enabling 

and configuring the NAP client correctly. They are also responsible f or the integrity of executables 
that provide NAP client services.  

Á The underlying network infrastructures, such as the EC PEP channels, name and address 

resolution, and routing services, are configured correctly.  

Á The underlying task triggers, such as th e EC connection to NAP protected network, the 

Configuration change task, and the networking modules are functioning correctly.  

Á The NAP client is enabled and correctly configured by the client administrator.  

6.2.4   Task Versioning and Capability Negotiat ion  

The Create and Send SoH Task does not define any versioning and capability negotiation beyond 

those described in the specifications of the protocols supported or used by the task, as listed in 
section 2.3 . 

6.3   Task Architecture  

This section describes the structure of the Create and Send SoH Task and the interrelationships 
among its parts.  

6.3.1   Task Architectural Constraints  

There is only one instance of the Create and Send SoH Task on each client  computer and this 
instance initializes itself each time it starts. Different instances of this task on different client 
computers can run independently.  

6.3.2   Task Abstract Data Model  

This section describes the state established, used, and maintained by  processing rules of this task. 

State may be volatile or persisted and may pertain to one, some, or all instances of the task. The 
Task's state consists of the values of the named data elements (also called state variables) 
presented in this section. The o verall organization of the data elements, with their names, is the 
Abstract Data Model. It is intended to facilitate the reader's conceptual understanding of the 

specification. While a task's processing rules may depend upon associations established by the  
structure of its Abstract Data Model, such association can be achieved in other ways. 

Implementations may depart from this model so long as their external behavior remains consistent 
with that described in this document.  
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Correlation Id:  A structure that i s used to pair SoH messages with SoHR messages, and which 
uniquely describes an SoH exchange. The data type and values are described in [MSDN -
CorrelationId] . 

Create and Send SoH State:  Indicates  whether or not the task is active, where Active is 

represented by a value of 0x00000001 and Inactive by a value of 0x00000000.  

NAP Available SHA List (Common):  A list of available SHAs, as specified in section 4.1.1 . When 
initialized, this ADM element will contain zero or more elements. If initialization fails, the list will 
contain zero elements.  

6.3.3   Task Abstract Parameters  

This section describes data passed to an instance of this task at the time  it is invoked or triggered. 

The parameters consist of the values of the named data elements presented in this section. The 
organization of a data element, with its names, is an Abstract Parameter. It is intended to facilitate 
the reader's conceptual under standing of the specification. While a task's processing rules may 
depend upon associations established by the structure of its Abstract Parameters, such association 
can be achieved in other ways. Implementations may depart from this abstraction so long as  their 

external behavior remains consistent with that described in this document.  

Enabled EC List:  A data type and range of values as specified in section 5.3.2 . 

IPsec HRA List:  A data type and range of  values as specified in section 5.3.2 . 

6.3.4   Task Abstract Results  

This section describes data returned by an instance of this task to its caller. The results consist of 
the values of the named data el ements presented in this section. The organization of a data 
element, with its names, is an Abstract Result. It is intended to facilitate the reader's conceptual 

understanding of the specification. While a task's processing rules may depend upon associatio ns 
established by the structure of its Abstract Results, such association can be achieved in other ways. 
Implementations may depart from this abstraction so long as their external behavior remains 
consistent with that described in this document.  

This task is expected to deliver an SoH message each time it is called. The sent SoH message 
follows the format defined in [TNC - IF-TNCCSPBSoH] . 

6.3.5   White - Box Relationships  

The white -box relationships between the Create and Send SoH Task and other tasks are shown in 
the following figure.  

http://go.microsoft.com/fwlink/?LinkId=213736
http://go.microsoft.com/fwlink/?LinkId=213736
http://go.microsoft.com/fwlink/?LinkId=240054
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Figure 20: Create and Send SoH Task white - box relationships  

The Create and Send SoH Task contains three major NAP client components: SoH Client (SHA), NAP 
agent, and NAP EC. 

The diagram represents the relationships between the different components on the Client machine. 
The Create and Send SoH Task provides services related to the collection of health evaluations from 
the different SHA(s) and the packaging into SoH mes sages, as described in [TNC - IF-TNCCSPBSoH]  
and the encapsulating of the SoH messages by the EC into PEP -specific transport protocol messages 
as described in ( [MS -HCEP] , [MS -DHCPN] , [MS -TSGU] , and [MS -PEAP]). These encapsulated SoH 

messages are consumed by the Send SoH Task on a NAP policy enforcement server (PEP).  

http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
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6.3.6   Task Events  

6.3.6.1   Task Timers  

There are no additional timers on outside entities imposed by this task other than the timers in the 
underlying transport system. However, inside this task there is a timer associated with all function 
calls that the SoH Client  makes into SHAs. This timer, known as ShaTimeoutInMsec  (see section 
4.1.1 ), determines how soon these function calls must return.  

6.3.6.2   Task Non - Timer Events  

This task uses four non - timer events: op erating system wake -up, health state change, connection 

state change, and Enabled EC List change. For more details, see section 6.4.3.2 . 
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6.3.7   Task Architecture and Communication  

 

Figure 21: Create an d Send SoH Task architecture and communication  

6.3.8   Task Processing Rules  

The following describes the operational flow of the Create and Send SoH Task:  

1.  The NAP Event Handler  triggers the use case when one of the following events occurs:  

Á The NAP Event Handler  receives an event indicating that the network status of the client 

computer has changed.  

Á The NAP Event Handler  receives an event indicating that current DHCP lease expires.  
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Á The NAP Event Handler  receives an event indicating that  the IPsec certificate received via 

[MS -HCEP] expires.  

Á The NAP Event Handler  receives an event indicating that the client computer reboots or 

wakes up from hibernation.  

Á The NAP Event Handler  receives an event indicating th at the client computer accesses a NAP 

protected network resource using IPsec, VPN, or RDP.  

Á The NAP Event Handler  receives an event indicating that the client computer completes 

remediation.  

Á The NAP Event Handler  receives an event indicating that a stat e change occurs on the client 

computer that would modify the current SoH values.  

Á The NAP Event Handler  receives an event indicating that the NAP configuration is modified.  

The NAP Event Handler  passes the event to the NAP Agent .  

2.  The NAP Agent  creates a unique correlation Id as specified in [TNC - IF-TNCCSPBSoH] . 

3.  The NAP Agent  requests and receives the current NAP configuration from the Configuration 

Manager .  

4.  The NAP Agent  obtains an SoH packet in the following manner:  

1.  The NAP Agent  calls the GetSoHRequest abstract interface in [TNC - IF-TNCCSPBSoH] , passing 
the correlation Id as an input. The Task Timer and Backward Compatible  settings from the 
NAP Client Configuration ADM element are also passed as inputs.  

2.  The SoH Client  creates an SoH Packet with valid health information using the process 
described in [TNC - IF-TNCCSPBSoH] . 

3.  The SoH Client  returns the SoH Packet to the NAP Agent  using the SoHRequest  output 
parameter of the GetSoHRequest abstract interface.  

5.  The NAP Agent  determines which transport protocol the trigger is applicable to, according to 

Enabled EC L ist  and the type of the trigger, as follows:  

Á If DHCP Enforcement is enabled and any triggering event except the following occurred, the 

NAP Agent  notes that DHCPN processing is required.  

1.  The IPsec certificate received via the Health Certificate Enroll ment Protocol (HCEP) [MS -
HCEP] expires.  

2.  The client computer accesses a NAP protected network resource.  

Á If Remote Access Enforcement is enabled and any triggering event except the following 

occurred, the NAP Agent  notes that PEAP processing is required . 

1.  The current DHCP lease expires.  

2.  The IPsec certificate received via the Health Certificate Enrollment Protocol (HCEP) [MS -

HCEP] expires.  

3.  The client computer reboots or wakes up from hibernation.  

%5bMS-HCEP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=240054
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Á If IPsec Enforcement is enabled and any triggerin g event except the following occurred, the 

NAP Agent  notes that HCEP processing is required.  

1.  The current DHCP lease expires.  

2.  The client computer reboots or wakes up from hibernation.  

Á If Wireless EAPOL Enforcement is enabled and any triggering event  except the following 

occurred, the NAP Agent  notes that PEAP processing is required.  

1.  The current DHCP lease expires.  

2.  The IPsec certificate received via the Health Certificate Enrollment Protocol (HCEP) [MS -
HCEP] expires.  

3.  The client computer acces ses a NAP protected network resource.  

Á If RDG Enforcement is enabled and any triggering event except the following occurred, the 

NAP Agent  notes that TSGU processing is required.  

1.  The current DHCP lease expires.  

2.  The IPsec certificate received via the Health Certificate Enrollment Protoco l (HCEP) [MS -
HCEP] expires.  

3.  The client computer reboots or wakes up from hibernation.  

Á If EAP Enforcement is enabled and any triggering event except the following occurred, the 

NAP Agent  notes that PEAP processing is required.  

1.  The current DHCP lease  expires.  

2.  The IPsec certificate received via the Health Certificate Enrollment Protocol (HCEP) [MS -
HCEP] expires.  

3.  The client computer accesses a NAP protected network resource.  

6.  If the NAP Agent  determines that the trigger is applicable to DHCPN an d DHCP is enabled:  

Á The NAP Agent  notifies the DHCP Client  about the health change using the abstract 

interface DhcpClientNotifySoHChange (see [MS -DHCPN]  section 3.1.7.3).  

Á The DHCP Client  composes a DHCPN message containing the SoH packet wh ich it retrieves 

using NAP EC APIs (see [MSDN -NAPAPI] ) and sends it to the PEP using the process described 
in [MS -DHCPN]  section 3.1.4.2.  

7.  If the NAP Agent  deter mines that the trigger is applicable to HCEP, HCEP is enabled, and the 
client computer has new or existing IPsec connections:  

Á The NAP Agent  sends the correlation Id, the SoH packet and authentication data to the HCEP 

HCEA  using the Health Certificate Enrollment Protocol (HCEP) [MS -HCEP] client abstract 
interface. The Cryptographic Service Provider, Cryptographic Provider Type, Public Key OID, 
Public Key Length, Public Key Spec, Hash Algorithm OID, HRA Auto -Discovery, Use SSL, HRA 

URLs, and Reconnect Attempts settings from the NAP configuration are also passed as inputs.  

Á The HCEP HCEA  composes an HCEP message containing the SoH  packet and sends it to the 

PEP using the process described in [MS -HCEP] section 3.1.5.1.  

%5bMS-DHCPN%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=199018
%5bMS-DHCPN%5d.pdf
%5bMS-HCEP%5d.pdf
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8.  If the NAP Agent  determines that the trigger is applicable to TSGU, TSGU is enabled, and the 
client computer has new or existing RDP connections:  

Á The NAP Agent  sends the correlation Id, the SoH packet, and authentication data to the 

TSGU Client  using the Terminal Services Gateway Server Protocol [MS -TSGU]  client abstract 
interface.  

Á The TSGU Client  composes a TSGU me ssage containing the SoH packet and sends it to the 

PEP using the process described in [MS -TSGU]  section 3.6.4.  

9.  If the NAP Agent  determines that the trigger is applicable to PEAP, PEAP is enabled, and the 
client computer ha s new or existing VPN connections or is configured to use EAPOL:  

Á The NAP Agent  sends the correlation Id, the SoH packet, and authentication data to the 

PEAP Peer  using the Protected Extensible Authentication Protocol (PEAP) [MS -PEAP] client 
abstract interface.  

Á The PEAP Peer  composes a P EAP message containing the SoH packet and sends it to the PEP 

using the process described in [MS -PEAP] section 3.2.5.4.5.  

10. If the connection to PEP fails, the SoH message is not transported.  

6.3.9   Task Failure Scenarios  

6 .3.9.1   Failures in SHA and SoH Client Communication with SHA  

These failures are caused by an error with the initialization, registration, or binding of the SHA. The 
SoH Client relies on its ability to communicate with the registered SHAs in order to retr ieve the 
health status that is monitored and reported by a SHA. In this failure scenario either the health 

information collection fails on the SHA or SHA fails to communicate the health status of the 
properties that are monitored by the SHA to SoH Client. The SoH Client experiencing this failure will 
not be able to create SoH messages and EC will not send a SoH to PEP, which may make the client 
machine unhealthy . The failures are detected by a timer monitored by a SoH Client (section 
6.3.6.1 ). The NAP System provides an error code enabling the administrator to configure fragility 
settings to detect and override the health policy decision on the policy decision point (PDP).  

6.3.9.2   N AP Agent Communication with EC  

These failures are caused by an error with the initialization or registration of the enforcement client. 
In this task, the NAP client relies on the communication between the NAP agent service and an 
enforcement client to get the task network change triggers specified in section 6.1.3.4 . A client 
experiencing this failure will not be able to listen to the network change triggers and make the NAP 
agent miss requests to create SoH messages. These failures are not detected by the NAP agent. The 
NAP System cannot recover from such a failure.  

6.3.9.3   EC and PEP Communication  

These failures can be caused by:  

Á Misconfigurations on the EC and/or PEP.  

Á Network connectivity issues in which the EC cannot communicate with the PEP.  

If the EC cannot communicate with the PEP, the client machine may not have access to the network 

resources. The system may recover from  certain types of failures (for example, the DHCP EC can 
attempt to connect to secondary DHCP server if there is no response from the primary server) and 

%5bMS-TSGU%5d.pdf
%5bMS-TSGU%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-PEAP%5d.pdf
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cannot recover from various other failures (for example, if the EC cannot communicate with an 
802.1X s witch or VPN server then the NAP System cannot recover from this failure). The failures can 
be detected by the timers on the ECs.  

6.4   Task Details  

This section contains the details that complete the descriptions in earlier sections of the document. 
These  are needed to understand and implement this task.  

6.4.1   Task Precondition Details  

For the complete list of task preconditions and assumptions, see section 6.2.3 . Details for some of 
the preconditions are as follows:  

Á The NAP agent service is started and initialized correctly on the client computer.  

Á SHAs are correctly registered and bound to the SoH Client so that the SoH Client has a complete 

SHA list.  

Á ECs are correctly configured, enabled, and bound to the NAP a gent so that the NAP agent has a 

complete enabled EC list.  

Á Depending on the specific configuration, any of the required PEP channels (the HTTP/S 

channel , the PEAP channel , or the DHCP chan nel ) are functioning correctly.  

Á The networking modules (for example, TCP/IP modules) are functioning correctly so that 

notifications can be sent to the NAP agent in time when there are network status changes that 
the NAP agent is interested in.  

6.4.2   Task Initialization of External Entities  

None.  

6.4.3   Task Event Details  

6.4.3.1   Task Timer Details  

Inside this task, there is a timer associated with all function calls that the SoH Client makes into 

SHAs. When the SoH Client calls into a SHA to perfor m a task, such as getting a new health 
statement from the SHA, a timeout is enforced. The SHA is expected to complete the call within the 
timeout. Otherwise, the call is canceled and an error is reported by the SoH Client. The timeout 
value from the ShaTim eoutInMsec  ADM element described in section 4.1.1 . 

This task does not impose any additional timers besides the timers related to the underlying 
transports; they are described in [MS -DHCPN] , [MS -PEAP], and [MS -HCEP]. 

6.4.3.2   Task Non - Timer Event Details  

This task uses and responds to the following non - timer events:  

Á Operating system wake -up from sleep or hibernation: When a client computer wakes up from 

sleep or hibernation, the NAP Event Handler on the client computer receives such events and 
triggers the NAP Agent  that starts a new SoH transaction by calling SoH C lient for new health 
statements.  

%5bMS-DHCPN%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-HCEP%5d.pdf
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Á Health state changes on the client computer: Depending on the health state that a SHA is 

monitoring, if changes occur in this health state (for example, if an installed SHA is monitoring 
the Windows Server Update Services  status, and if the Windows Server Update Services is turned 

off), the SHA notifies the NAP Event Handler, which triggers the NAP Agent  that starts a new 
SoH transaction.  

Á Connection state changes: An EC component may monitor the state of a connection tha t it 

manages. When it decides that the connection state has changed and the health of the client 
computer needs to be re -evaluated, the EC component calls into the NAP agent directly to ask for 
new health statements, which triggers a new SoH transaction.  

Á Configuration changes: The Update client configuration task completion triggers this task. When 

this is triggered by the Update client configuration task, it calls into all registered SHAs to get 
new health statements, triggering this task.  

6.4.4   Task A rchitectural Details  

This section illustrates an example of a NAP client creating an SoH and sending it to the PEP. The 
NAP Agent  requests that the SoH Client perform a health evaluation and create an SoH by calling 

the INapSystemHealthAgentRequest  API. Af ter the SoH is created, the NAP Agent  passes the 
health information to the EC by calling the INapEnforcementClientConnection  API. A complete 
list of SOH Client and EC APIs are specified in [MSDN -NAPAPI] .  

http://go.microsoft.com/fwlink/?LinkId=199018
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Figure 22: Sequence diagram for the main success scenario of the Create and Send SoH 
Task  

1.  The NAP Event Handler  receives an event that requires the creation of an SOH, and notifies the 
NAP Agent  of this event.  

2.  The NAP Agent  retrieves the current configuration from the Configuration Manager .  

3.  The NAP Agent  requests an SoH from the SoH Client. The SoH Client collects the health 
information (such as the status of anti -virus software or the status of Windows Server Update 

Services) from the SHAs in the NAP Available SHAs List  ADM element (section 4.1.1 ).  

4.  The SoH Client composes an SoH message with the health information collected from the SHAs 
[TNC - IF-TNCCSPBSoH]  and passes it back to the NAP Agent .  

http://go.microsoft.com/fwlink/?LinkId=240054
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5.  The NAP Agent  forwards the SoH to those ECs in the Enabled EC List  that are applicable to the 
event received by the NAP Event Handler . 

6.  The DHCP Client , TSGU Client , PEAP Peer , and HCEP ECEA , when applicable to the event, 
encapsulate the SoH in the transport protocol.  

7.  The DHCP Client , TSGU Client , PEAP Peer , and HCEP ECEA , when applicable to the event, 
send the SoH message to the PEP.  

6.4.5   Task Processing Rule Details  

The following describes the operational flow details of the Create and Send SoH Task:  

1.  The Create and Send SoH Task is triggered as specified in the processing rules defined in section 
6.3.8 . When the NAP agent is triggered, the value of the Create and Send SoH State  ADM 

element changes to active as specified in section 6.3.2 . 

2.  The NAP agent creates a unique correlation Id  as specified in [TNC - IF-TNCCSPBSoH] . 

3.  The NAP agent requests and receives the current NAP  configuration from the Configuration 
Manager.  

4.  The NAP agent obtains an SoH Packet  in the following manner:  

Á The NAP agent calls the GetSoHRequest  abstract interface in [TNC - IF-TNCCSPBSoH] , 

passing the correlation Id  as an input.  The ShaTimeoutInMsec  ADM Element and the 
Backward Compatible field fro m the NAP Client Config  ADM element are also passed as 
inputs.  

Á The SoH Client  performs an API call  (see section 3.3.1  and [MSDN -NAPAPI] ) t o each SHA  

listed in NAP Available SHAs List , requesting it to perform health evaluation of its monitored 
resources. After the API is called, the NAP agent waits for the evaluation to complete. If the 

evaluation does not compl ete within the time defined in the ShaTimeoutInMsec  parameter, the 
task fails and the SoH  will not be delivered. The task can also fail if the SOH Client  is unable 
to connect to the SHA using the API. For information about pos sible failure scenarios, see 
section 6.3.9.1 . 

Á The SoH Client  creates an SoH Packet  with valid health information using the process 

described in [TNC - IF-TNCCSPBSoH] . 

Á The SoH Client  returns the SoH Packet  to the NAP agent using the SoHRequest  output 

parameter of the GetSoHRequest  abstract interface.  

5.  The NAP agent determines which transport protocol the trigger is applicable to, based on th e 
value of the Enabled EC  List ADM element (section 5.3.2 ) that stores the value of Enforcement 
Client settings specified in [MS -GPNAP] section 2.3 and the type of the trig ger. For details about 
the possible trigger types and the determination of the applicable transport protocol, see section 

6.3.8 . 

6.  If the NAP agent determines that the trigger is applicable to DHCPN, DH CPN is enabled, and the 
client computer is configured to use DHCP:  

Á The NAP agent notifies the DHCP Client about the health change using the abstract interface 

DhcpClientNotifySoHChange (see [MS -DHCPN]  section 3.1.7.3).  

Á The DHCP Client composes a DHCPN message containing the SoH Packet  which it retrieves 

using NAP EC APIs (see [MSDN -NAPAPI] ) and sends it to the PEP using the process described 

http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-GLOS%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=199018
%5bMS-GLOS%5d.pdf
%5bMS-GLOS%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-GPNAP%5d.pdf
%5bMS-DHCPN%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=199018
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in [MS -DHCPN]  section 3.1.4.2, Creating and Transmitting a DHCPREQUEST Message During 
Lease Renewal.  

7.  If the NAP agent determines that the trigger is applicable to HCEP, HCEP is enabled, and the 
client computer has new or existing IPsec  connections:  

Á The NAP agent sends the correlation Id , the SoH Packet , and authentication data to the 

HCEP HCEA using the [MS -HCEP] client abstract interface. The Cryptographic Service Provider 
(CSP), C ryptographic Provider Type, Public Key OID, Public Key Length, Public Key Spec, Hash 
Algorithm OID, HRA Auto -Discovery, Use SSL, HRA URLs, and Reconnect Attempts values 
stored in the NAP Client Config  ADM element (section 4.1.1 ) are also passed as inputs.  

Á The HCEP HCEA uses PKCS #10 certificate settings sent as parameters for creating a PKCS 

#10 certificate request, as specified in [MS -HCEP] section 2.2.1.4. Then the HCEP HCEA 
composes an HCEP message containing the SoH Packe t  and sends it to the PEP using the 
process described in [MS -HCEP] section 3.1.5.1  (Sending an HCEP Request).  

Á If the connection to the PEP fails, the Reconnect Attempts pa rameter is used to decide how 

long the HCEP HCEA should wait before attempting to reconnect to the PEP. If the connection 

cannot be set, the SoH message is not transported.  

8.  If the NAP agent determines that the trigger is applicable to TSGU, TSGU is enab led, and the 
client computer has new or existing RDP connections:  

Á The NAP agent sends the correlation Id , the SoH Packet , and authentication data to the 

TSGU Client using the [MS -TSGU]  client abstract interface.  

Á The TSGU Client composes a TSGU message containing the SoH Packet  and sends it to the 

PEP using the process described in [MS -TSGU]  section 3.6.4 (Message Processing Events and 
Sequencing Rules).  

9.  If the NAP agent determines that the trigger is applicable to PEAP, PEAP is enabled, and the client 
comp uter has new or existing VPN connections or is configured to use EAPOL:  

Á The NAP agent sends the correlation Id , the SoH Packet , and authentication data to the 

PEAP PEER using the [MS -PEAP] client abstract interface.  

Á The PEAP PEER composes a PEAP message containing the SoH Packet  and sends it t o the PEP 

using the process described in [MS -PEAP] section 3.2.5.4.5 (Received SoH Request TLV).  

10. If the connection to the PEP fails, the SoH message is not transported.  

6.5   Task Security  

The only security consideration f or this task is in the case of HCEP EC Enabled and the client 
computer requires that the X.509 certificate use SSL as specified in [MS -TLSP] . For additional 

information about security considerations, see section 16 , as well as the Security sections of the 
referenced protocol Technical Documents.  
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7   Proxy SoH Task  

This section describes the task of sending SoH messages from the NAP Enforcement Proxy (PEP) to 
the NAP health po licy server. The SoH messages are transported on PEP channels (transport 
protocols). The SoH messages can arrive on a number of different transport protocols. The SoH 
message is received from the incoming transport protocol and passed to the NAP Enforcemen t 
Proxy. The SoH message is then passed by the NAP Enforcement Proxy to the health policy server 
via Vendor -Specific RADIUS Attributes for NAP [MS -RNAP]  or EAP-supporting RADIUS [RFC3579] . 
The format of the SoH message is specified in [TNC - IF-TNCCSPBSoH] .  

Note   This task uses the PEP Channel Used  ADM element (section 4.1.1 ). All other common 
information defined in section 4 is not applicable to this task.  

7.1   Task Overview  

7.1.1   Task Purpose  

The purpose of this task is to ensure that an SoH message is correctly sent from the NAP 

Enforcement Proxy (PEP) to the NAP health policy server after the SoH has been constructed and 
sent to the NAP Enforcement Proxy in the Create and Send SoH Task (section 6) . 

7.1.2   Task Applicability  

This task is used when an SoH message is received by the NAP Enforcement Proxy. This task is not 
applicable if a NAP System is not deployed.  

7.1.3   Task Use Cases  

7.1.3.1   Stakeholders and Interests Summary  

The stakeholders f or the Proxy SoH Task are as follows:  

HCEP HRA:  This protocol server is used to receive HCEP Protocol [MS -HCEP] messages from an 
HCEP client on the EC computer. It acts in the role of an enforcement server (NAP ES) in this use  

case when HCEP is used.  The interest of this actor in this task is that the use case will always 

process the received HCEP messages.  

DHCPN Server:  This protocol server is used to receive (DHCP) Extensions for NAP [MS -DHCPN]  
messages from a DHCPN client on the EC computer. It acts in the role of an enforcement server 
(NAP ES) in this use case when DHCPN is used. The interest of this actor in this task is that the use 
case will always process the received DHCPN messages.  

TSGU Server:  This protocol server is used to receive TSGU Protocol [MS -TSGU]  messages from a 

TSGU client on the EC computer.  It acts in the role of an enforcement server (NAP ES) in this use 
case when TSGU is used. The interest of  this actor in this task is that the use case will always 
process the received TSGU messages.  

PEAP Pass - through Server:  This protocol server is used to receive PEAP Protocol [MS -PEAP] 
messages from a PEAP peer on the EC comput er.  It acts in the role of an enforcement server (NAP 
ES) in this use case when PEAP is used. The interest of this actor in this task is that the use case will 

always process the received PEAP message.  

NAP Enforcement Proxy:  The NAP Enforcement Proxy is u sed to proxy SoH messages to the NPS. 
The interest of this actor in this task is that it will attempt to send any SoH that it receives via 
Vendor -Specific RADIUS Attributes for NAP [MS -RNAP]  or EAP-supporting RADIUS [RFC3579] . 

%5bMS-RNAP%5d.pdf
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Receive SoH Task:  The purpose of this task is to ensure the reception of SoH messages forwarded 
by a NAP Enforcement Proxy computer. The main interest of the task in this use case is to receive 
SoH messages only via Vendor -Specific RADIUS Attributes for NAP [MS -RNAP] or EAP -supporting 

RADIUS [RFC3579] . 

7.1.3.2   Supporting Actors and Task Interests Summary  

RNAP client:  A client that use s Vendor -Specific RADIUS Attributes for NAP [MS -RNAP]  to transport 
the SoH/SoHR messages between the NAP Enforcement Proxy and the NAP health policy server. The 
Proxy SoH Task uses the RNAP client to send the SoH from the PEP to the NAP health policy server 
when HCEP, DHCPN, or TSGU enforcement is used.  

EAP - supporting RADIUS client:  A client that uses RADIUS [RFC2865]  and RADIUS support for 

EAP [RFC3579]  to transport PEAP messages that contain the SoH/SoHR messages between the NAP 
ES and the NAP health policy server. The Proxy SoH Task uses the EAP -supporting RADIUS client to 
send the SoH from the NAP Enforce ment Proxy to the NAP health policy server when PEAP 
enforcement is used.  

7.1.3.3   Use Case Diagrams  

 

Figure 23: Proxy SoH Task use case diagram  
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7.1.3.4   Use Case: Proxy SoH -  NAP Enforcement Proxy  

Goal:  To proxy the SoH message [TNC - IF-TNCCSPBSoH]  received by the NAP enforcement server 

(NAP ES) (HCEP HRA, DHCPN server, TSGU server, or PEAP Pass - through server) to the NAP health 

policy server.  

Context of Use:  This use case is used when an SoH message is passed by the NAP ES to the NAP 
Enforcement Proxy.  

Direct Actor:  This role is performed by the NAP Enforcement Proxy. It is used to proxy SoH 
messages to the NPS. The interest of this actor in this task is in the ability to integrally proxy SoH 
messages via RADIUS -based channels, either Vendor -Specific RADIUS Attributes for NAP [MS -RNAP]  
or EAP-supporting RADIUS [RFC3579] . 

Primary Actor:  This role is perfor med by the NAP ES. The interest of the primary actor in this task 
is that the use case will always process SoH messages received by the NAP ES.  

Supporting Actors:  The supporting actors are the RNAP  channel and EAP -supporting RADIUS.  

Stakeholders and Interests:  The stakeholders are defined as follows:  

Receive SoH Task:  The purpose of this task is to receive SoH messages. The main interest of the 
task in this use case is to receive SoH messages only via Vendor -Specific RADIUS Attribute s for NAP 

[MS -RNAP] or EAP -supporting RADIUS [RFC3579] . 

Precondition:  The Create and Send SoH Task was completed successfully, any NAP ES received 
payload containing an SoH message from the NAP c lient, and the message was passed to the NAP 
Enforcement Proxy.  

Minimal Guarantees:   

Á The use case will always process the SoH messages received from the NAP ES.  

Á The use case will always attempt to send the SoH messages that it receives via Vendor -Speci fic 

RADIUS Attributes for NAP [MS -RNAP] or EAP -supporting RADIUS [RFC3579] . 

Success Guarantee:  All the Minimal Guarantees are satisfied. Additionally, the payload that 
contains an SoH message is sent successfully by Vendor -Specific RADIUS Attributes for NAP [MS -
RNAP] or EAP -supporting RADIUS [RFC3579] . 

Trigger:  Any NAP ES triggers this task when a message from the corresponding supported  protocol 
arrives.  

Main Success Scenario:  

1.  The NAP Enforcement Proxy receives an encapsulated SoH via one of the following transport 
protocols: [MS -HCEP], [MS -DHCPN] , [MS -TSGU] , or [MS -PEAP]. 

2.  If PEAP enforcement is used:  

1.  The NAP Enforcement Proxy passes the entire incoming message to the EAP -supporting 
RADIUS client.  

2.  The EAP-supporting RADIUS client sends the EAP -encapsulated SoH message to the NAP 
policy health server.  

3.  If HCEP, DHCPN, or TSGU enforcement is used:  

http://go.microsoft.com/fwlink/?LinkId=240054
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1.  The payload that contains the SoH is passed to the RNAP client.  

2.  The RNAP client sends the SoH message encapsulated using Vendor -Specific RADIUS 

Attributes fo r NAP [MS -RNAP] to the NAP policy health server.  

4.  The RNAP client or EAP -supporting RADIUS client successfully sends a Vendor -Specific RADIUS 

Attributes for NAP [MS -RNAP] or EAP -supporting RADIUS [RFC3579]  message containing the 
SoH.  

Extensions:  None.  

7.2   Task Context  

This section describes the relationship between this task and its environment.  

7.2.1   Task Environment  

This task is accomplished by the NAP ES in an environment where an encapsu lated SoH is received 
over a PEP channel from a NAP EC and forwarded to a NAP health policy server over a RADIUS 

channel. The environment should meet the following requirement to support this task.  

Á Requirement:  All NAP enforcement servers (HCEP HRA, DHCP server, TSGU server, PEAP Pass -

through server) are running and have the ability to receive messages in the corresponding 

supported protocol ( [MS -HCEP], [MS -DHCPN] , [MS -TSGU] , and [MS -PEAP] respectively) from 
their counterpart client's NAP EC.  

Á Reason for requirement:  The NAP enforcement servers are used to receive SoH messages 

fr om the NAP EC, where the messages are encapsulated within a message of the protocol 
which the NAP ES supports.  

Á Satisfying the requirement:  

1.  The NAP enforcement servers have network access from the counterpart client at the NAP 
EC:  

Á The network interfa ce of the server computer is configured to operate on the local 

subnet.  

Á The physical network path (network devices, Ethernet cables, and so on) between the 

local subnet and the NAP EC is connected.  

Á All network devices between the local subnet and the N AP EC are configured to allow 

packet flow between the two entities.  

Á The routing tables in the client computer are configured to enable correct packet routing 

between the client computer and the NAP Enforcement Proxy.  

2.  The NAP ES services have been star ted.  

Á Verifying requirement is satisfied:  

1.  The client computer can successfully ping the NAP ES computer over the network.  

2.  A sniffer trace performed during the SoH validation event shows packets of either of the 
supported protocols traveling between the NAP EC computer and the NAP ES computer.  

3.  The NAP ES server is shown as running within the list of services.  

http://go.microsoft.com/fwlink/?LinkId=90435
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4.  No errors are logged by the NAP ES.  

Á Consequences of not satisfying requirement:  The task is unable to receive encapsulated 

SoH messages and proxy them to the NPS.  

Unless explicitly specified otherwise, the task implementation may assume its environment is 
properly configured and is not expected to verify that the requirement described in this section is 
satisfied. On the other hand, the ta sk implementation should be able to gracefully handle errors 
which may be caused by environment misconfiguration or temporary dysfunction. The 
implementation should log these errors along with relevant information to allow troubleshooting.  

7.2.2   Task Rel ationships  

7.2.2.1   Black - Box Relationship Diagrams  

 

Figure 24: Proxy SoH Task black - box relationships  

In this task, the NAP EC sends encapsulated SoH messages to the NAP health policy server via a PEP 

transport channel.  

7.2.2.2   Task Dependencies  

The Proxy SoH Task depends on the Create and Send SoH Task. This is because the Proxy SoH Task 
must rely on the Create and Send SoH Task to generate an SoH message and send it to the NAP 

Enforcement Proxy so that the NAP Enforcement Proxy can transfer this SoH message to the NAP 

health policy server.  

The Receive SoH Task has a dependency on the Proxy SoH Task. Without the SoH message 
transferred by the Proxy SoH Task, there is no use of the Receive SoH Task.  
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This task also depends on the various underlying trans port protocols that govern the PEP channels 
(such as [MS -HCEP], [MS -DHCPN] , [MS -TSGU] , [MS -PEAP], and [MS -RNAP] ).  

7.2.2.3   Task Influences  

None.  

7.2.3   Task Assumptions and Preconditions  

To accomplish this task, the NAP client has the following preconditions and assumptions:  

Á The operating system and hardware of the NAP Enforcement Proxy computer are trust worthy.  

Á All NAP enforcement servers are available, correctly configured, and functioning correctly.  

Á Authentication information was transferred successfully by the underlying transport protocols.  

7.2.4   Task Versioning and Capability Negotiation  

The Pr oxy SoH Task does not define any versioning and capability negotiation beyond those 
described in the specifications of the protocols supported or used by the task.  

7.3   Task Architecture  

This section describes the structure of the Proxy SoH Task and the i nterrelationships among its 
parts.  

Note   This task uses the PEP Channel Used  ADM element (section 4.1.1 ). All other common 
information defined in section 4 is not applicable to this task.  

7.3.1   Task Architectural Constraints  

There can be more than one instance of the Proxy SoH Task if multiple PEP channels are deployed. 
These task instances initialize themselves each time they start and run independen tly. Different 
instances of this task on different PEPs also run independently.  

7.3.2   Task Abstract Data Model  

This section describes state established, used, and maintained by processing rules of this task. State 
may be volatile or persisted. State may pertain to one, some, or all instances of the task. The task's 

state consists of the values of the named data elements (also called state variables) presented in 
this section. The overall organization of the data elements, with their names, is the Abstract  Data 
Model. It is intended to facilitate the reader's conceptual understanding of the specification. While a 
task's processing rules may depend upon associations established by the structure of its Abstract 
Data Model, such association can be achieved in other ways. Implementations may depart from this 
model so long as their external behavior remains consistent with that described in this document.  

PEP Channel Used:  A common ADM element, as specified in section 4.1.1 . 

User Ipv4 Address:  The IPv4  address of the endpoint that is requesting network access. This ADM 
element is initialized to 0 and set to the IPv4 address by the internet protocol layer.  

User Ipv6 Address:  The IPv6  address of the endpoint that is requesting network access. This ADM 
element is initialized to 0, and when the network access server supports IPv6, the value is set to the 
IPv6 address by the internet protocol layer.  

%5bMS-HCEP%5d.pdf
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Version:  A string representing the Remote Access Service (RAS) version. This ADM element is 
initialized when PEP is loaded.  

RAS Correlation Id:  A GUID that is sent in the RADIUS [RFC2865]  Access -Request o r Accounting -
Request message to uniquely identify a RADIUS session. For more information, see [MS -RNAP]  

section 3.2.5.1.9.  

7.3.3   Task Abstract Parameters  

This section describes data passed to an instance of this task at the time it is invoked or triggered. 
The parameters consist of the values of the named data elements presented in this section. The 
organization of a data element, with its names, is an Abstract Parameter. It is intended to facilitate 
the reader's conceptual u nderstanding of the specification. While a task's processing rules may 

depend upon associations established by the structure of its Abstract Parameters, such association 
can be achieved in other ways. Implementations may depart from this abstraction so lon g as their 
external behavior remains consistent with that described in this document.  

SoH:  A buffer that contains either an SoH message, as specified in [TNC - IF-TNCCSPBSoH] , or a 
PEAP message e ncapsulating an SoH message, as described in [MS -PEAP] section 2.2.8.2.2.  

Authentication data:  A collection of RADIUS attributes where each entry contains an attribute type 

number and a value. The attributes and their type num bers are defined in [RFC2865]  section 5.44. 
The list can be empty. Depending on the transport protocol used, the list of sent parameters is as 
follows:  

Á For DHCP:  

Á Machine Name:  A string representing the machine name of the endpoint that is requesting 

network access, as specified in [MS -DHCPM]  section 2.2.1.2.19.  

Á Identity SID:  An account SID of the user requesting access  in the format of a binary SID 

used to authenticate a remote access client, as specified in [MS -DHCPM]  section 3.5.1.  

Á Identity Type:  A Boolean value indicating whether the RADIUS server is to perform 

authentication or only health evaluation.  

Á User Class:  A string representing the user class that is used, as specified in [MS -DHCPN]  

section 2.2.2.  

Á For HCEP:  

Á Machine Name:  A string representing the machine name of the endpoint that is requesti ng 

network access, as specified in [MS -HCEP] section 2.2.1.4.  

Á For TSGU:  

Á User Name:  A string representing the name of the Remote Access Service (RAS) client 

endpoint machine.  

Á Machine Name:  A string representing the machin e name of the endpoint that is requesting 

network access, as specified in [MS -TSGU]  section 3.5.1.  

7.3.4   Task Abstract Results  

This section describes data returned by an instance of this task to its caller. The results consi st of 
the values of the named data elements presented in this section. The organization of a data 
element, with its names, is an Abstract Result. It is intended to facilitate the reader's conceptual 
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understanding of the specification. While a task's proces sing rules may depend upon associations 
established by the structure of its Abstract Results, such association can be achieved in other ways. 
Implementations may depart from this abstraction so long as their external behavior remains 

consistent with that d escribed in this document.  

None.  

7.3.5   White - Box Relationships  

The following diagram shows the white -box relationships for the Proxy SoH Task.  

 

Figure 25: Proxy SoH Task white - box relationships  

The white -box relationships of the Proxy SoH Task are shown  in the previous figure.  

From the Create and Send SoH Task perspective or the NAP health policy server perspective, the 

Proxy SoH Task provides SoH transportation services. These encapsulated SoH messages are 
handled by the Proxy SoH Task via various trans port channels and are finally consumed by the 
Process SoH Task on a NAP health policy server.  

7.3.6   Task Events  

7.3.6.1   Task Timers  

The Proxy SoH Task does not impose any additional timers to the outside entities other than the 
timers in the underlying  transport system.  
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7.3.6.2   Task Non - Timer Events  

This task does not use or respond to any additional non - timer events other than those in the 

underlying transport system.  

7.3.7   Task Architecture and Communication  

 

Figure 26: Proxy SoH Task architectur e and communication  

7.3.8   Task Processing Rules  

The following describes the operational flow of the Proxy SoH Task:  

1.  Either an SoH message is passed into this task by the HCEP HRA [MS -HCEP], DHCP server [MS -
DHCPN] , or TSGU server [MS -TSGU] , or an SoH message encapsulated in a PEAP message [MS -

PEAP] is passed into this task by the PEAP Pass - through server. The task sets the PEP Channel  
Used  ADM element (section 7.3.2 ) based on the transport protocol used.  

2.  Depending on the transport protocol, the NAP Enforcement Proxy does one of the following:  

Á If the value of the PEP Channel Used  ADM element is PEAP, the NAP Enforcement Proxy 

performs the actions described in [RFC3748]  section 2.3. It builds a RADIUS message and 

injects the EAP messa ge in the SoH parameter into an EAP -Message attribute as specified in 
[RFC3579]  section 3.1. The RADIUS message is sent to the NPS via the EAP -supporting 

RADIUS client.  

%5bMS-HCEP%5d.pdf
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Á Otherwise, the NAP Enfor cement Proxy sends the SoH message in the SoH parameter and the 

Authentication data via the RNAP client using the SendRadiusAccessRequest  abstract 
interface as defined in [MS -RNAP]  section 3.3.4.1.  

If an error is raised at any  stage of the Proxy SoH Task, the task fails.  

7.3.9   Task Failure Scenarios  

7.3.9.1   NAP Health Policy Server and NAP Enforcement Proxy Communication  

These failures can be caused by:  

Á Misconfigurations on the NAP health policy server and/or NAP Enforcement Proxy.  

Á Network connectivity issues wherein the NAP health policy server cannot communicate with the 

NAP Enforcement Proxy.  

If the NAP health policy server cannot communicate with the NAP Enforcement Proxy, the server 
may not receive any encapsulated SoH messages from the NAP Enforcement Proxy. The system 

cannot recover from this failure. This failure cannot be detected by the NAP health policy server.  

7.4   Task Details  

This sectio n contains the details that complete the descriptions in earlier sections of the document. 
These are needed to understand and implement this task.  

7.4.1   Task Precondition Details  

For the complete list of task preconditions and assumptions, see section 7.2.3 . Details for some of 
the preconditions are as follows:  

Á Depending on the specific configuration, any of the required NAP Enforcement Proxy channels 

(the HTTP/S channel, the PEAP channel, or the DHCP  channel) are functioning correctly.  

7.4.2   Task Initialization of External Entities  

None.  

7.4.3   Task Event Details  

7.4.3.1   Task Timer Details  

This task does not impose any additional timers. Timers are related to the underlying transports and 
they ar e described in [MS -DHCPN] , [MS -PEAP], and [MS -RNAP] . 

7.4.3.2   Task Non - Timer Event Details  

This task does not impose any additional non - timer events. Non - timer even ts are related to the 
underlying transports and they are described in [MS -DHCPN] , [MS -PEAP], and [MS -RNAP] . 

7.4.4   Task Architectural Details  

This section gives an example of a NAP Enforcement Proxy proxying an SoH.  

%5bMS-RNAP%5d.pdf
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Figure 27: Sequence diagram for the main success scenario of the Proxy SoH Task  

1.  The NAP Enforcement Proxy receives the SoH message and a NAP Enforcement Proxy Channel 
enumerator.  

2.  The NAP Enforceme nt Proxy sets the PEP Channel Used  ADM element (section 7.3.2 ) according 
to the transport protocol that was used to send the SoH message.  

3.  Based on the value of PEP Channel Used , the NAP Enforcement Pr oxy sends the SoH message 
to either the RNAP client or an EAP -supporting RADIUS client.  

7.4.5   Task Processing Rule Details  

The following describes the operational flow details of the Proxy SoH Task :  

1.  This task is initiated when the NAP Enforcement Proxy receives an encapsulated SoH as follows:  

Á HCEP HRA triggers this task as described in [MS -HCEP] section 3.2.5.2 step 4. It passes an 

SoH message in the SoH  and Authentica tion data  parameters.  

Á The DHCP server triggers this task as described in [MS -DHCPN]  section 3.2.7.1. It passes an 

SoH message in the SoH  and Authentication data  parameters.  

Á The TSGU server triggers this task as described in [MS -TSGU]  section 3.2.6.1.2 step 6. It 

passes an SoH message in the SoH  and Authentication data  parameters.  

Á The PEAP Pass - through server triggers this task when an EAP message is received. It passes 

an SoH message encapsu lated in an EAP message in the SoH  parameter.  

2.  The NAP Enforcement Proxy sets the value of the PEP Channel Used  ADM element (section 
7.3.2 ) as follows:  

Á PEP Channel Used  = DHCP, if the transport proto col that was used to send the SoH message 

is [MS -DHCPN].  

Á PEP Channel Used  = HCEP, if the transport protocol that was used to send the SoH message 

is [MS -HCEP].  

%5bMS-HCEP%5d.pdf
%5bMS-DHCPN%5d.pdf
%5bMS-TSGU%5d.pdf
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Á PEP Channel Used  = TSG , if the transport protocol that was used to se nd the SoH message 

is [MS -TSGU].  

Á PEP Channel Used  = PEAP, if the transport protocol that was used to send the SoH message 

is [MS -PEAP]. 

3.  If the value of the PEP Channel Used  ADM element is PEAP, the NAP Enforcement Proxy 
performs the actions described in [RFC3748]  section 2.3. It builds a RADIUS message and injects 
the EAP message in the SoH  parameter into an EAP -Message attribute as specified in [RFC3579]  
section 3.1. The RADIUS message is sent to the NPS via the EAP -supporting RADIUS client.  

4.  If the value of the PEP Channel Used  ADM element is DHCP, HCEP, or TSG, the NAP 
Enforcement Proxy creates a un ique RAS Correlation Id  ADM element and sends the SoH 

message and the Authentication data  abstract parameter via the RNAP client using the 
SendRadiusAccessRequest  abstract interface as defined in [MS -RNAP]  section 3.3.4.1. The  
sent interface parameters are as follows:  

Á message  ï The SoH message passed in the SoH  abstract parameter.  

Á clientName  ï If the client name was received as part of the Authentication data , the 

clientName  value is sent; otherwise, a value of NULL is sent.  

Á clientVersion  ï The value of the Versio n  ADM element (section 7.3.2 ).  

Á securityIdentity  ï If the identity SID was received as part of the Authentication data , the 

securityIdentity  value is sent; otherwise, a value of 0 is sent.  

Á identityTyp e  ï If the identity type was received as part of the Authentication data , the 

identityType  value is sent; otherwise, a value of false is sent.  

Á serviceClass  ï If the service class was received as part of the Authentication data , the 

serviceClass  value is sent; otherwise, a value of NULL is sent.  

Á networkAccessServerType  ï The value of the PEP Channel Used  ADM element (section 

7.3.2 ).  

Á machineName  ï If the machine name was received as part of the Authen tication data , the 

machineName  value is sent; otherwise, a value of NULL is sent.  

Á rasCorrelationId  ï The value of the RAS Correlation Id  ADM element (section 7.3.2 ).  

Á userIpv4Address  ï The value of th e User Ipv4 Address  ADM element (section 7.3.2 ).  

Á userIpv6Address  ï The value of the User Ipv6 Address  ADM element (section 7.3.2 ).  

7.5   Task Securi ty  

The NAP Enforcement Proxy and the NAP health policy server must maintain a trust relationship. For 
additional information about security considerations, see section 16 , as well as the Security section s 
of the referenced protocol Technical Documents.  

%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90444
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-RNAP%5d.pdf
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8   Receive SoH Task  

This section describes the task of receiving SoH messages on the NAP health policy server. The 
format of the SoH message is specified in [TNC - IF-TNCCSPBSoH] . The protocols that can be used to 
accomplish this task are specified in [TNC - IF-TNCCSPBSoH] , [MS -RNAP] , RADIUS [RFC2865] , 
RADIUS Support for Extensible Authentication Protocol (EAP) [RFC3579] , and [MS -PEAP]. 

Note   The common informat ion defined in section 4 is not applicable to this task.  

8.1   Task Overview  

8.1.1   Task Purpose  

The purpose of this task is to ensure the reception of SoH messages forwarded by a PEP computer 
using the  Proxy SoH Task (section 7)  from a PEAP Server [MS -PEAP] or an RNAP  Server [MS -RNAP] . 

8.1.2   Task Applicability  

This task is used when a PEP computer forwards an SoH message as described in the Proxy SoH 

Task (section 7) to the NAP health policy server using RADIUS Support for EAP [RFC3579]  or RNAP 
[MS -RNAP] . This task is not applicable if the NAP System is not deployed.  

8.1.3   Task Use Cases  

8.1.3.1    Stakeholders and Interests Summary  

The stakeholders for the Receive SoH Task are as follows:  

Policy Engine:  Responsible for receiving an SoH message sent from a client computer and 
forwarded by a PEP computer using RNAP [MS -RNAP]  or RADIUS support for EAP [RFC3579] , and 
passing the SoH message to the SoH Server. The main interest of the Policy Engine is to pass the 
SoH message to the SoH Server.  

SoH Server : Respons ible for verifying the validity and processing of SoH messages. The interest of 

the SoH Server in this task is that received SoH messages are passed to the SoH Server.  

RNAP Server : This protocol server receives RNAP messages [MS -RNAP] sent from a PEP compu ter 

and extracts the SoH. Its interest in this task is that extracted SoH messages are processed.  

EAP Supporting RADIUS server : This protocol server receives RADIUS/EAP messages [RFC3579]  
sent fr om a PEP computer, extracts EAP messages, and uses the PEAP Server to extract SoH 
messages from the EAP messages. Its interest in this task is that extracted SoH messages are 
processed.  

8.1.3.2   Supporting Actors and Task Interests Summary  

PEAP Server : T he use case employs this actor to extract SoH messages from EAP messages as 
specified in [MS -PEAP]. The EAP messages are sent by a NAP Client computer and forwarded by a 
PEP computer using RADIUS support for EAP [RFC3579] .  

http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90392
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-PEAP%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-RNAP%5d.pdf
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
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8.1.3.3   Use Case Diagrams  

 

Figure 28: Receive SoH use case diagram  

8.1.3.4   Use Case: Receive SoH --  Policy Engine (RNAP)  

This use case is associated with the use case diagram in section 8.1.3.3 . 

Goal:  To receive the SoH [TNC - IF-TNCCSPBSoH]  forwarded by a PEP computer using  the RNAP 
protocol [MS -RNAP]  and to pass the SoH to the SoH Server.  

Context of Use:  This use case is initiated when the NAP health policy server receives an SoH 
message sent using the RNAP protocol [MS -RNAP].  

Direct Actor:  The direct actor in this use case is the Policy Engine.  

Primar y Actor:  The primary actor in this use case is the RNAP Server.  

Supporting Actors:  There are no supporting actors in this use case.  

Stakeholders and Interests:  The stakeholders are defined as follows:  

Á SoH Server : Responsible for verifying the validity and processing of SoH messages. The interest 

of the SoH Server in this task is that successfully received and extracted SoH messages are 
passed to it.  

Preconditions:  The NAP health policy server compone nts on the server are deployed and 
configured correctly by the server administrator.  

Minimal Guarantees:   

Á The NAP software components will continue to execute regardless of the task outcome.  

Á Successfully extracted SoH messages are passed to the SoH Ser ver.  

http://go.microsoft.com/fwlink/?LinkId=240054
%5bMS-RNAP%5d.pdf
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Success Guarantee:  All of the Minimal Guarantees are satisfied. Additionally, an SoH message 
forwarded by a PEP computer using the RNAP protocol [MS -RNAP] is successfully received and 
passed to the SoH Server.  

Trigger:  The arrival of an RNAP message [ MS-RNAP] to the NPS computer.  

Main Success Scenario:  

1.  The RNAP Server successfully receives an RNAP message [MS -RNAP].  

2.  The RNAP Server extracts the SoH message and passes it as an abstract parameter to this task.  

3.  The Policy Engine passes the SoH to  the SoH Server.  

Extensions:  None.  

8.1.3.5   Use Case: Receive SoH ï Policy Engine (RADIUS/EAP)  

This use case is associated with the use case diagram in section 8.1.3.3 . 

Goal:  To receive the SoH [TNC - IF-TNCCSPBSoH]  encapsulated in an EAP message forwarded by a 
PEP computer using the RADIUS support for EAP [RFC3579]  protocol and to pas s the SoH to the SoH 
Server.  

Context of Use:  This use case is initiated when the NAP health policy server receives an SoH 
message encapsulated in an EAP message and sent using the RADIUS support for EAP [RFC3579]  

protocol.  

Direct Actor:  The direct actor in this use case is the Policy Engine.  

Primary Actor:  The primary actor in this use case is the EAP supporting RADIUS Server.  

Supporting Actors:  The supporting actor in this use case is the PEAP Se rver.  

Stakeholders and Interests:  The stakeholders are defined as follows:  

Á SoH Server:  Responsible for verifying the validity and processing of SoH messages. The interest 

of the SoH Server in this task is that successfully received and extracted SoH mess ages are 

passed to the SoH Server.  

Á PEAP Server:  The use case employs this actor to extract SoH messages from EAP messages as 

specified in [MS -PEAP]. The EAP messages are sent by a NAP Client computer and forwarded by a 
PEP computer using RADIUS support for EAP [RFC3579] .  

Preconditions:  The NAP health policy server components on the server are deployed and 
configured correctly by the server administrator.  

Minimal G uarantees:  

Á The NAP software components will continue to execute regardless of the task outcome.  

Á Successfully extracted SoH messages are passed to the SoH Server.  

Success Guarantee:  All of the Minimal Guarantees are satisfied. Additionally, an SoH encapsulated 
in an EAP message that is forwarded by a PEP computer using the RADIUS support for EAP 

[RFC3579]  protocol is successfully received, extracted, and passed to the SoH Server.  

Trigger:  The arrival of a  RADIUS/EAP message [RFC3579]  to the NPS computer.  

http://go.microsoft.com/fwlink/?LinkId=240054
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
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Main Success Scenario:  

1.  The EAP supporting RADIUS Server successfully receives a RADIUS/EAP message [RFC3579] . 

2.  The EAP supporting RADIUS Server extracts the EAP message and passes it to the PEAP Server.  

3.  The PEAP Server extracts the SoH message and returns it to the EAP supporting RADIUS server.  

4.  The EAP supporting RADIUS Server  passes the SoH message as an abstract parameter to this 
task.  

5.  The Policy Engine passes the SoH to the SoH Server.  

Extensions:  None.  

8.2   Task Context  

This section describes the relationship between this task and its environment.  

8.2.1   Task Environme nt  

This task is accomplished by the NAP health policy server in an environment where the SoH 
messages forwarded by a PEP computer using RNAP [MS -RNAP]  or RADIUS support for EAP 
[RFC3579]  protocols have arrived at the server.  

To accomplish this task, the NAP health policy server requires the following from its environment:  

Á Requirement : The Policy Engine, RNAP Server, EAP supporting RADIUS Server, PEAP Server, 

and SoH Server are correctly configured.  

Á Reason for requirement : Correct configuration is required for the following reasons:  

1.  The RNAP Server to receive and extr act SoH messages and pass them to the Policy Engine.  

2.  The EAP supporting RADIUS Server to receive and extract EAP messages and pass them to 
the PEAP Server.  

3.  The PEAP Server to extract SoH messages from EAP messages and pass them to the Policy 
Engine.  

4.  The Policy Engine to pass SoH messages to the SoH Server.  

5.  The SoH server to receive SoH messages.  

Á Satisfying the requirement : The NPS is configured by the system administrator.  

Á Verifying requirement is satisfied : No errors related to configuration are logged by the 

RNAP Server, PEAP Server, or SoH Server.  

Á Consequences of not satisfying requiremen t : The task is unable to receive the SoH.  

Á Requirement : There is network connectivity between the PEP computer and the NPS computer.  

Á Reason for requirement : The PEP computer communicates with the NPS computer.  

Á Satisfying the requirement :  

1.  The networ k interface of the NPS computer is configured to operate on the local subnet.  

http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
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2.  The physical network path (network devices, Ethernet cables, and so on) between the local 
subnet and the PEP computer is connected.  

3.  All network devices between the local su bnet and the PEP computer are configured to allow 
packet flow between the two entities.  

4.  The network infrastructure that provides name and address resolution and routing services 
is functional.  

Á Verifying requirement is satisfied : The NPS computer can successfully ping the PEP 

computer over the network.  

Á Consequences of not satisfying requirement : SoH messages cannot be received.  

Á Requirement : The RNAP Server is running and has the ability to communicate with the RNAP 

Client on the PEP computer using the RNAP [MS -RNAP] protocol.  

Á Reason for requirement : The RNAP Server is used to receive SoH messages forwarded 

using the RNAP [MS -RNAP] protocol.  

Á Satisfying the requirement : The RNAP Server com ponent is enabled.  

Á Verifying requirement is satisfied : No errors are logged by the RNAP Server.  

Á Consequences of not satisfying requirement : The SoH cannot be received using the RNAP 

[MS -RNAP] protocol.  

Á Requirement : The EAP supporting RADIUS Server is  running and has the ability to communicate 

with the EAP supporting RADIUS Client on the PEP computer using the RADIUS support for EAP 
[RFC3579]  protocol.  

Á Reason for requirement : The EAP suppor ting RADIUS Server is used to receive EAP 

messages sent using the RADIUS support for EAP [RFC3579]  protocol.  

Á Satisfying the requirement : The supporting RADIUS Server component is enabled.  

Á Ver ifying requirement is satisfied : No errors are logged by the supporting RADIUS Server.  

Á Consequences of not satisfying requirement : The SoH cannot be received using the 

RADIUS support for EAP [RFC3579]  protocol.  

Á Requirement : The PEAP Server is running and has the ability to handle EAP messages sent by 

the PEAP Pass -Through Server on the PEP computer.  

Á Reason for requirement : The PEAP Server is used to extract the SoH encapsulated within 

[MS -PEAP] packets.  

Á Satisfying the requirement : The PEAP Server component is enabled.  

Á Verifying requirement is satisfied : No errors are logged by the PEAP Server.  

Á Consequences of not satisfying requirement : The SoH cannot be re ceived using the 

RADIUS support for EAP [RFC3579]  protocol.  

http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
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8.2.2   Task Relationships  

8.2.2.1   Black - Box Relationship Diagrams  

 

Figure 29: Receive SoH Task black - box relationships  

In this task , the NAP health policy server receives SoH messages forwarded by a PEP computer 
using the RNAP [MS -RNAP]  or RADIUS support for EAP [RFC3579]  protocols.  

8.2.2.2   Ta sk Dependencies  

The Receive SoH Task has a dependency on the Proxy SoH Task. Without the SoH messages 
forwarded from a PEP computer using the Proxy SoH Task, there is no use of the Receive SoH Task.  

The Process SoH Task has a dependency on the Receive SoH Task. The NAP health policy server 

relies on the Receive SoH Task to get the SoH message first and pass it to the Process SoH Task.  

The Receive SoH Task depends on the Policy Engine to receive the SoH message from the RNAP 
Server or PEAP Server and pass it  to the SoH Server.  

The Receive SoH Task depends on the RNAP Server to receive and extract SoH messages forwarded 
using the RNAP [MS -RNAP]  protocol.  

The Receive SoH Task depends on the EAP supporting RADIUS Server to receive and extract EAP 

messages forwarded using the RADIUS support for EAP [RFC3579]  protocol.  

The Receive SoH Task depends on the PEAP Server to extract SoH messages from EAP messages as 
described in [MS -PEAP]. 

The Receive SoH Task depends on the SoH Server to receive the SoH message from the task and 
process it.  

%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-PEAP%5d.pdf
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8.2.2.3   Task Influences  

None.  

8.2.3   Task Assumptions and Preconditions  

To accomplish this task, the NAP hea lth policy server has the following preconditions and 
assumptions:  

Á The operating system on the server is trustworthy.  

Á The server administrators are trustworthy. The server administrators are responsible for 

deploying and configuring the NAP health policy server correctly. They are also responsible for 

the integrity of  executables that provide NAP health policy server services.  

Á The underlying network infrastructures, such as the RADIUS channels, name and address 

resolution, and routing services, are configured correctly.  

Á The NAP health policy server is correctly con figured by the server administrator.  

8.2.4   Task Versioning and Capability Negotiation  

The Receive SoH Task does not define any versioning and capability negotiation beyond those 
described in the specifications of the protocols supported or used by the ta sk, as listed in section 
2.3 . 

8.3   Task Architecture  

This section describes the structure of the Receive SoH Task and the interrelationships among its 

parts.  

8.3.1   Task Architectural Constraints  

There  can be more than one instance of the Receive SoH Task on each server. These task instances 
initialize themselves each time they start. These task instances run independently and concurrently. 

Different instances of this task on different servers also run independently. There are no constraints 
among these instances.  

8.3.2   Task Abstract Data Model  

This section describes state established, used, and maintained by processing rules of this task. State 
may be volatile or persisted. State may pertain to one, s ome, or all instances of the task. The task's 
state consists of the values of the named data elements (also called state variables) presented in 
this section. The overall organization of the data elements, with their names, is the Abstract Data 
Model. It i s intended to facilitate the reader's conceptual understanding of the specification. While a 

task's processing rules may depend upon associations established by the structure of its Abstract 
Data Model, such association can be achieved in other ways. Imple mentations may depart from this 
model so long as their external behavior remains consistent with that described in this document.  

ConnectionRequestPolicies : Sets of conditions and settings that specify which RADIUS servers 
perform the authentication, autho rization, and accounting of connection requests received by the 

NPS server from RADIUS clients. Connection request policies can be configured to designate which 
RADIUS servers are used for RADIUS accounting. For more information, see [MSFT -

ConnReqPolicies] .  

http://go.microsoft.com/fwlink/?LinkId=213786
http://go.microsoft.com/fwlink/?LinkId=213786
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RequestorIdentity : Represents the identity of the entity requesting access and includes user 
name, machine name, user groups, machine groups, and so on.  

8.3.2.1   Task Abstract Interfaces  

Set SoH : An abstract interface used by the RNAP Server or EAP supporting RADIUS Server to pass 
the SoH to the Policy Engine. The interface is implemented by the Policy Engine and is defined as 
follows:  

HRESULT SetSoH([in] SoH message);  

SetRequestorIdentity : An  abstract interface used by the underlying RADIUS implementation of 

the RNAP Server or the EAP supporting RADIUS Server to pass information about the requestor's 
identity. This information is a result of the RADIUS authentication process described in [RFC2865] . 
The interface is implemented by the Policy Engine and is defined as follows:  

HRESULT SetRequestorIdentity([in] Identity identity);  

The implementation of the interface stores the requestor's  identity information in the 

RequestorIdentity  ADM element (section 8.3.2 ). The Create and Send SoHR Task (section 10 )  
uses this information for policy evaluation.  

8.3.3   Task Abstract Parameters  

This section describes data passed to an instance of this task at the time it is invoked or triggered. 

The parameters consist of the values of the named data elements presented in this section. The 
organization of a data element, with its names, is an Abstract Parameter. It is intended to facilitate 
the reader's conceptual understanding of the specification . While a task's processing rules may 
depend upon associations established by the structure of its Abstract Parameters, such association 
can be achieved in other ways. Implementations may depart from this abstraction so long as their 
external behavior rema ins consistent with that described in this document.  

SoH:  SoH message received using the RNAP protocol [MS -RNAP]  or RADIUS support for the EAP 

protocol [RFC3579] . Th e format of the SoH message is specified in [TNC - IF-TNCCSPBSoH] . 

8.3.4   Task Abstract Results  

This section describes data returned by an instance of this task to its caller. The results consist  of 
the values of the named data elements presented in this section. The organization of a data 
element, with its names, is an Abstract Result. It is intended to facilitate the reader's conceptual 
understanding of the specification. While a task's processi ng rules may depend upon associations 

established by the structure of its Abstract Results, such association can be achieved in other ways. 
Implementations may depart from this abstraction so long as their external behavior remains 
consistent with that des cribed in this document.  

None.  

8.3.5   White - Box Relationships  

The following diagram shows the white -box relationships for the Receive SoH Task.  

http://go.microsoft.com/fwlink/?LinkId=90392
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=240054
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Figure 30: Receive SoH Task white - box relationships  

The Receive SoH Task involves two major components: Polic y Engine and SoH Server.  

From the perspective of the Process SoH Task or the NAP health policy server, the Receive SoH Task 
receives the SoH messages so that they can be consumed later by the SoH Server. The Policy 

Engine within the NAP health policy serve r receives the SoH message from the RNAP Server or the 
EAP supporting RADIUS Server.  

8.3.6   Task Events  

8.3.6.1   Task Timers  

The Receive SoH Task does not impose any additional timers to the outside entities other than the 

timers in the underlying transp ort system.  

8.3.6.2   Task Non - Timer Events  

This task does not use or respond to any additional non - timer events other than those in the 
underlying transport system.  
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8.3.7   Task Architecture and Communication  

 

Figure 31: Receive SoH Task architecture and  communication  

As shown in the previous figure, the Policy Engine on the NAP health policy server receives the SoH 

message from the RNAP Server or the EAP supporting RADIUS Server. After receiving the SoH 
messages, the Policy Engine passes them to the SoH Server.  

8.3.8   Task Processing Rules  

The following describes the operational flow of the Receive SoH Task:  

1.  The RNAP Server receives a RADIUS Access -Request message encapsulating an SoH according to 
the RNAP protocol [MS -RNAP], or the EAP supporting RADIUS Server receives a RADIUS Access -

Request message encapsulating an SoH according to the RADIUS support for EAP [RFC3579]  and 
[MS -PEAP] protocols.  

2.  The RNAP Server or the EAP supporting RADIUS server processes the RADIUS request by first 
attempting to find a matching connection request policy and handle the request accordingly. For 
the Receive SoH Task, the implementation can assume t hat the chosen connection request policy 
specifies local processing of the RADIUS Access -Request message.  

3.  If RNAP [MS -RNAP] is used, the RNAP Server extracts the SoH message from RNAP.  

4.  If RADIUS support for EAP [RFC3579]  is used, the EAP supporting RADIUS Server extracts the 
EAP message from RADIUS/EAP. The PEAP Server then extracts the SoH message from the EAP 
message.  

5.  The Policy Engine passes the SoH message to the SoH Server.  

If an er ror is raised at any stage of the Receive SoH Task, the task fails.  

%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
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8.3.9   Task Failure Scenarios  

8.3.9.1   NAP Health Policy Server and PEP Communication  

These failures can be caused by:  

Á Misconfigurations on the NAP health policy server and/or PEP.  

Á Network connectivity issues wherein the NAP health policy server cannot communicate with the 

PEP. 

If the NAP health policy server cannot communicate with the PEP, the server may not receive any 
encapsulated SoH messages from the PEP. The system cannot recov er from this failure. This failure 

cannot be detected by the NAP health policy server.  

8.4   Task Details  

This section contains the details that complete the descriptions in earlier sections of the document. 
These are needed to understand and implement thi s task.  

8.4.1   Task Precondition Details  

For the complete list of task preconditions and assumptions, see section 8.2.3 . Details for some of 
the preconditions are as follows:  

Á The NAP Policy Engine is deployed, configured, and running correctly on the server.  

Á The RNAP Server and EAP supporting RADIUS Server are functioning correctly.  

Á The PEAP Server is running correctly.  

Á The SoH Server is running correctly.  

8.4.2   Task Initialization of External Entities  

None.  

8.4.3   Task Event Details  

8.4.3.1   Task Timer Details  

This task does not impose any additional timers. Timers are related to the underlying transports and 
are defined in [MS -RNAP]  and [MS -PEAP]. 

8.4.3.2   Task Non - Timer Event Details  

This task does not impose any additional timers. Timers are related to the underlying transports and 

are defined in [MS -RNAP]  and [MS -PEAP]. 

8.4.4   Task Architectural Details  

This section illustrates an example of a NAP health policy server receiving an SoH. The NAP health 
policy server will utilize several Policy Engine and SoH functions to accomplish the request, as shown 
in the following di agram.  

%5bMS-RNAP%5d.pdf
%5bMS-PEAP%5d.pdf
%5bMS-RNAP%5d.pdf
%5bMS-PEAP%5d.pdf


 

110  /  220  

[MS -NAPSO] ð v20140403   
 Network Policy and Access Servi ces System Overview  
 
 Copyright © 2014 Microsoft Corporation.  
 
 Release: Thursday, April 3, 2014  

 

Figure 32: Sequence diagram for the main success scenario of the Receive SoH Task  

1.  The RNAP Server extracts an SoH and passes it to the Policy Engine.  

2.  The Policy Engine passes the SoH to the SoH Server.  

3.  The EAP supporting RADIUS Server ext racts an EAP message and passes it to the PEAP Server.  

4.  The PEAP Server extracts an SoH and returns it to the EAP supporting RADIUS Server.  

5.  The EAP supporting RADIUS Server passes the SoH to the Policy Engine.  

6.  The Policy Engine passes the SoH to th e SoH Server.  

8.4.5   Task Processing Rule Details  

The following describes the operational details of the Receive SoH Task:  

1.  The RNAP Server (as a RADIUS server), or the EAP supporting RADIUS server, processes the 

attributes of the RADIUS Access -Request message against the set of configured connection 
request policies represented by the ConnectionRequestPolicies ADM element specified in section 
8.3.2 . Connection request policies are sets of conditions a nd settings that allow network 

administrators to designate which RADIUS servers perform the authentication and authorization 
of incoming RADIUS Access -Request messages that the Policy Engine receives from RADIUS 
clients. Specifically, a RADIUS server can p erform authentication and authorization itself or 
forward the request to other RADIUS servers, as described in [RFC2865] . For more information 

about connection request policies, see [MSFT -ConnReqPolicies] . 

The RNAP Server or the EAP supporting RADIUS server applies the settings of the first connection 
request policy whose configured conditions match the RADIUS attributes or other aspect s of the 
RADIUS Access -Request message, such as the day and time received. The applied settings 
determine whether the Access -Accept message is processed locally by the Policy Engine or 
forwarded to another RADIUS server. If the Access -Accept message does n ot match any 
connection request policies, the Policy Engine responds with a RADIUS Access -Reject message.  

For the Receive SoH Task, the implementation can assume that the chosen connection request 
policy specifies local processing of the Access -Request mes sage: the Authentication setting on 
the Settings tab of the first matching connection request policy is set to either "Authenticate 

requests on this server" or "Accept users without validating credentials".  

2.  Depending on the transport protocol, the SoH is received as follows:  

http://go.microsoft.com/fwlink/?LinkId=90392
http://go.microsoft.com/fwlink/?LinkId=213786
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1.  If the Vendor -Specific RADIUS Attributes for Network Access Protection (NAP) Data Structure 
[MS -RNAP]  is used, the RNAP Server extracts the SoH message and passes it as an abstract 
parameter to this task, as described in section 8.3.2.1  and [MS -RNAP]  section 3.2.5.2.3.  

2.  If RADIUS support for EAP [RFC3579]  is used:  

1.  The EAP supporting RADIUS Server extracts an EAP message as described in [RFC3579]  
and passes it to the PEAP Server.  

2.  The PEAP Server extracts an SoH message, as described in [MS -PEAP] section 3.3.5.4.6 
and returns it to the EAP supporting RADIUS Server using the EapProcessSoHData abstract 
interface described in [MS -PEAP] section 3.3.7.5 . 

3.  The EAP supporting RADIUS Server passes the SoH to this task, using the SetSoH abstract 
interface described in section 8.3.2.1 . 

3.  If the SoH does not exist, the Receive SoH Task fails and the SoH is not evaluated. For 
information about possible failure scenarios, see section 8.3.9 . 

4.  The Policy Engine passes the SoH to the SoH Server using the SetSoH abstract interface specified 

in [TNC - IF-TNCCSPBSoH]  and triggers the Process SoH Task.  

8.5   Task Security  

The PEP and the NAP health policy server must maintain a trust relationship. For additional 
information about security considerations, see section 16 , as well as the Security sections of the 
referenced protocol Technical Documents.  

%5bMS-RNAP%5d.pdf
%5bMS-RNAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=90435
http://go.microsoft.com/fwlink/?LinkId=90435
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%5bMS-PEAP%5d.pdf
http://go.microsoft.com/fwlink/?LinkId=240054







































































































































































































