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[bookmark: section_0f2ef67f723748edbc68d4c43cf62809][bookmark: _Toc483456872]Introduction
The Remote Procedure Call Location Services Extensions is a legacy protocol that has been deprecated and is not used by Microsoft. Implementers should use the DCE-based RPC Location Services capabilities in [C706].
The Remote Procedure Call Location Services Extensions is a set of extensions/restrictions to the distributed computing environment (DCE) remote procedure call (RPC) Location Services specified in [C706]. These extensions add new capabilities to the DCE RPC Location Services Protocol.
This document specifies a set of extensions and restrictions to the DCE RPC Location Services specification as specified in [C706].
Sections 1.5, 1.8, 1.9, 2, and 3 of this specification are normative. All other sections and examples in this specification are informative.
[bookmark: section_55ec267c87d94d97a9d55681f5f283b8][bookmark: _Toc483456873]Glossary
This document uses the following terms:
[bookmark: gt_e467d927-17bf-49c9-98d1-96ddf61ddd90]Active Directory: A general-purpose network directory service. Active Directory also refers to the Windows implementation of a directory service. Active Directory stores information about a variety of objects in the network. Importantly, user accounts, computer accounts, groups, and all related credential information used by the Windows implementation of Kerberos are stored in Active Directory. Active Directory is either deployed as Active Directory Domain Services (AD DS) or Active Directory Lightweight Directory Services (AD LDS). [MS-ADTS] describes both forms. For more information, see [MS-AUTHSOD] section 1.1.1.5.2, Lightweight Directory Access Protocol (LDAP) versions 2 and 3, Kerberos, and DNS.
[bookmark: gt_1cf35308-abab-4123-9cbd-99c42dc9a6ff]binding: The string representation of the protocol sequence, NetworkAddress, and optionally the endpoint. Also referred to as "string binding". For more information, see [C706] section "String Bindings".
[bookmark: gt_ced0eb6d-07b5-42f6-9231-e5dbb301e860]client locator: A service that enables lookup of entries exported to the remote procedure call (RPC) name service.
[bookmark: gt_b0276eb2-4e65-4cf1-a718-e0920a614aca]domain: A set of users and computers sharing a common namespace and management infrastructure. At least one computer member of the set must act as a domain controller (DC) and host a member list that identifies all members of the domain, as well as optionally hosting the Active Directory service. The domain controller provides authentication of members, creating a unit of trust for its members. Each domain has an identifier that is shared among its members. For more information, see [MS-AUTHSOD] section 1.1.1.5 and [MS-ADTS].
[bookmark: gt_76a05049-3531-4abd-aec8-30e19954b4bd]domain controller (DC): The service, running on a server, that implements Active Directory, or the server hosting this service. The service hosts the data store for objects and interoperates with other DCs to ensure that a local change to an object replicates correctly across all DCs. When Active Directory is operating as Active Directory Domain Services (AD DS), the DC contains full NC replicas of the configuration naming context (config NC), schema naming context (schema NC), and one of the domain NCs in its forest. If the AD DS DC is a global catalog server (GC server), it contains partial NC replicas of the remaining domain NCs in its forest. For more information, see [MS-AUTHSOD] section 1.1.1.5.2 and [MS-ADTS]. When Active Directory is operating as Active Directory Lightweight Directory Services (AD LDS), several AD LDS DCs can run on one server. When Active Directory is operating as AD DS, only one AD DS DC can run on one server. However, several AD LDS DCs can coexist with one AD DS DC on one server. The AD LDS DC contains full NC replicas of the config NC and the schema NC in its forest. The domain controller is the server side of Authentication Protocol Domain Support [MS-APDS].
[bookmark: gt_b91c1e27-e8e0-499b-8c65-738006af72ee]endpoint: A network-specific address of a remote procedure call (RPC) server process for remote procedure calls. The actual name and type of the endpoint depends on the RPC protocol sequence that is being used. For example, for RPC over TCP (RPC Protocol Sequence ncacn_ip_tcp), an endpoint might be TCP port 1025. For RPC over Server Message Block (RPC Protocol Sequence ncacn_np), an endpoint might be the name of a named pipe. For more information, see [C706].
[bookmark: gt_1769aec9-237e-44ed-9014-1abb3ec6de6e]fully qualified domain name (FQDN): In Active Directory, a fully qualified domain name (FQDN) that identifies a domain.
[bookmark: gt_f49694cc-c350-462d-ab8e-816f0103c6c1]globally unique identifier (GUID): A term used interchangeably with universally unique identifier (UUID) in Microsoft protocol technical documents (TDs). Interchanging the usage of these terms does not imply or require a specific algorithm or mechanism to generate the value. Specifically, the use of this term does not imply or require that the algorithms described in [RFC4122] or [C706] must be used for generating the GUID. See also universally unique identifier (UUID).
[bookmark: gt_73177eec-4092-420f-92c5-60b2478df824]Interface Definition Language (IDL): The International Standards Organization (ISO) standard language for specifying the interface for remote procedure calls. For more information, see [C706] section 4.
[bookmark: gt_a4c6ed23-4a18-4477-b837-4f4ce7578f39]locator: In remote procedure call (RPC), a component of the remote procedure call name service that runs on a given machine and facilitates the name service operations of exports and lookups.
[bookmark: gt_f53fe4b9-8e1d-4366-9254-3c4f73269e78]mailslot: A form of datagram communication using the Server Message Block (SMB) protocol, as specified in [MS-MAIL].
[bookmark: gt_a33485fd-4392-4219-83f8-d65cfa0e9674]master locator: A server that enables querying for server entries exported on a different machine.
[bookmark: gt_9c5903c1-1477-4181-b451-3ba1e34a0c0c]Microsoft Interface Definition Language (MIDL): The Microsoft implementation and extension of the OSF-DCE Interface Definition Language (IDL). MIDL can also mean the Interface Definition Language (IDL) compiler provided by Microsoft. For more information, see [MS-RPCE].
[bookmark: gt_6cfe4abe-94bd-43b6-b666-3618d9093373]name service entry: A unit of advertisement that is exported to the RPC Name Service. These entries are of three types: a Server Entry, which contains bindings for a single server and optionally a set of Object UUIDs (for more information, see [C706] section 2.4.3); a Group Entry, which contains names of one or more server entries, other groups, or both (for more information, see [C706] section 2.4.3); and a Profile Entry, which contains a prioritized set of profile elements (for more information, see [C706] section 2.4.3).
[bookmark: gt_0a38e28d-7525-4d2d-8c62-43aedaf47b74]object UUID: A UUID that is used to represent a resource available on the remote procedure call (RPC) servers. For more information, see [C706].
[bookmark: gt_56cc9927-bffb-44af-9c12-d802da29286d]profile element: A record that corresponds to a single remote procedure call (RPC) interface and that refers to a server entry, group, or profile. For more information, see [C706] section 2.4.3.
[bookmark: gt_22198321-b40b-4c24-b8a2-29e44d9d92b9]relative distinguished name (RDN): In the Active Directory directory service, the unique name of a child element relative to its parent in Active Directory. The RDN of a child element combined with the fully qualified domain name (FQDN) of the parent forms the FQDN of the child.
[bookmark: gt_8a7f6700-8311-45bc-af10-82e10accd331]remote procedure call (RPC): A context-dependent term commonly overloaded with three meanings. Note that much of the industry literature concerning RPC technologies uses this term interchangeably for any of the three meanings. Following are the three definitions: (*) The runtime environment providing remote procedure call facilities. The preferred usage for this meaning is "RPC runtime". (*) The pattern of request and response message exchange between two parties (typically, a client and a server). The preferred usage for this meaning is "RPC exchange". (*) A single message from an exchange as defined in the previous definition. The preferred usage for this term is "RPC message". For more information about RPC, see [C706].
[bookmark: gt_c87b207a-c8b7-4ae9-982a-65dc2cbe993b]remote procedure call (RPC) name service: A service that allows servers to export binding information, and clients to find it, in an efficient manner. For more information, see [C706] chapter 2, "Name Service Interface".
[bookmark: gt_0c171cc7-e9c4-41b6-95a9-536db0042c7a]RPC protocol sequence: A character string that represents a valid combination of a remote procedure call (RPC) protocol, a network layer protocol, and a transport layer protocol, as described in [C706] and [MS-RPCE].
[bookmark: gt_01216ea7-ac8a-4cc8-9d19-b901bc424c09]RPC transfer syntax: A method for encoding messages defined in an Interface Definition Language (IDL) file. Remote procedure call (RPC) can support different encoding methods or transfer syntaxes. For more information, see [C706].
[bookmark: gt_11378cd1-e2d0-4d63-9d15-e2e49215a859]server locator: Enables exporting of entries to the remote procedure call (RPC) name service.
[bookmark: gt_c305d0ab-8b94-461a-bd76-13b40cb8c4d8]Unicode: A character encoding standard developed by the Unicode Consortium that represents almost all of the written languages of the world. The Unicode standard [UNICODE5.0.0/2007] provides three forms (UTF-8, UTF-16, and UTF-32) and seven schemes (UTF-8, UTF-16, UTF-16 BE, UTF-16 LE, UTF-32, UTF-32 LE, and UTF-32 BE).
[bookmark: gt_c4813fc3-b2e5-4aa3-bde7-421d950d68d3]universally unique identifier (UUID): A 128-bit value. UUIDs can be used for multiple purposes, from tagging objects with an extremely short lifetime, to reliably identifying very persistent objects in cross-process communication such as client and server interfaces, manager entry-point vectors, and RPC objects. UUIDs are highly likely to be unique. UUIDs are also known as globally unique identifiers (GUIDs) and these terms are used interchangeably in the Microsoft protocol technical documents (TDs). Interchanging the usage of these terms does not imply or require a specific algorithm or mechanism to generate the UUID. Specifically, the use of this term does not imply or require that the algorithms described in [RFC4122] or [C706] must be used for generating the UUID.
[bookmark: gt_a7498f8e-e85d-473b-9fc9-d2fffdf71c8a]well-known endpoint: A preassigned, network-specific, stable address for a particular client/server instance. For more information, see [C706].
MAY, SHOULD, MUST, SHOULD NOT, MUST NOT: These terms (in all caps) are used as defined in [RFC2119]. All statements of optional behavior use either MAY, SHOULD, or SHOULD NOT.
[bookmark: section_04a4d9a1f03a4dd2bebe942e71a3e74d][bookmark: _Toc483456874]References
Links to a document in the Microsoft Open Specifications library point to the correct section in the most recently published version of the referenced document. However, because individual documents in the library are not updated at the same time, the section numbers in the documents may not match. You can confirm the correct section numbering by checking the Errata.  
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[bookmark: section_dc299c0f04834c41beda0a7b523c5087][bookmark: _Toc483456877]Protocol Overview
This specification extends the DCE RPC Location Services specification defined in the section "Name Service Interface" in Part 2 of [C706]. These extensions add new capabilities to the DCE RPC Location Services Protocol and, in some cases, place additional restrictions upon it. This specification adheres to the abstract data model as specified in [C706] Part 2, but an implementation of this specification will not interoperate with an implementation of [C706] Part 2.
This document refers to the Windows implementation of the DCE RPC Location services protocol as "LocToLoc".
This document includes the following: 
· An extension to provide RPC Location Services functionality in an environment where a centrally accessible directory service like Active Directory directory service is not available. For more details, see Nondirectory mode in section 1.3.2.
· An extension defining the implementation of the RPC Location Services specification in an Active Directory environment. For more details, see Directory-only mode in section 1.3.2.
· An extension enabling interoperable RPC Location Service functionality between locators running outside an Active Directory environment, and locators running inside an Active Directory environment. For more details, see Directory mode in section 1.3.2.
· An extension of the syntax for name service entries to include a domain name. For more details, see section 2.2.2.
· A restriction requiring profile, group, and server attributes to be defined on separate name service entries. These attributes are as specified in section "Name Service Attributes" in [C706]. For more details, see section 1.3.3.
· A restriction requiring clients to be members of an Active Directory domain to support persistently storing exported name service entries. For more details, see section 1.3.2.
· A restriction requiring clients to be members of an Active Directory domain to support profile and group attributes. For more details, see sections 3.2.1, 3.3.3.
[bookmark: section_9c7c8bdfa0b94b5a82ca23f63af6c469][bookmark: _Toc483456878]Roles
A locator conceptually operates in the following three roles. Over the course of a given protocol sequence, a given locator can simultaneously occupy more than one of these roles:
1. Server locator: A locator running on a computer on which a given name service entry is originally exported.
2. Client locator: A locator running on a computer on which a given name service entry is looked up.
3. Master locator: A locator that facilitates communication between client locators and server locators.
[bookmark: section_dab3af1227964ddf8313acba3e7e0dc7][bookmark: _Toc483456879]Modes
A locator runs in exactly one of the following modes.
Nondirectory mode: In this mode, a locator supports lookup and export of server entries without support for persistently stored name service entries, and therefore, it does not rely on an Active Directory store. Functionalities related to profile and group entries are not supported.
Directory mode: In this mode, a locator supports persistently storing all name service entries including group and profile entries by relying on an Active Directory store. A locator in this mode runs on a computer joined to an Active Directory domain. Locators in this mode interoperate with locators in Nondirectory mode in the following ways:
· Client locators in this mode support lookups of server entries from server locators running in Nondirectory mode.
· Server locators in this mode support lookups of server entries from client locators running in Nondirectory mode.
Functionalities related to lookup, export of server entries, profile, and group entries are supported in Directory mode.
Directory-only mode: In this mode, a locator supports the persistent storage of all name service entries including group and profile entries by relying on an Active Directory store. A locator in this mode runs on a computer joined to an Active Directory domain. Locators in this mode do not interoperate with locators running in Nondirectory mode.
In this mode, a locator is not permitted to do the following:
1. Respond or listen to mailslot requests.
2. Initiate any mailslot requests.
3. Forward a lookup request that originated locally to the master locator.
Functionalities are the same as for Directory mode, except as noted above.
[bookmark: section_e4d192da2bf646499f9d2b85531f614a][bookmark: _Toc483456880]Name Service Entries in Active Directory
In Active Directory domain environments, this specification persistently stores RPC name service entries in the Active Directory store. The following schema elements are used to implement persistent storing, as specified in section 2.2.5.
	 Schema class 
	 Description 

	rpcServer
	Represents a server entry. This instance contains the object UUIDs exported to the server entry. Interfaces exported by the server are represented as child elements of this instance of type rpcServerElement.

	rpcGroup 
	Represents a group entry. This instance contains group members of the Group Entry.

	rpcProfile
	Represents a profile entry. Profile elements in this profile entry are represented as child elements of this instance of type rpcProfileElement.

	rpcServerElement
	Represents a single interface exported to the server entry represented by the parent container.

	rpcProfileElement
	Represents a profile element exported to the profile entry represented by the parent container. An entry with an interface identifier specification of null GUID represents the default profile element of the profile entry.


The following diagram shows the layout of the RPC name service entries in the Active Directory store.
[image: Active Directory layout]
Figure 1: Active Directory layout
[bookmark: section_0f770e11d229416d8101218f2cbd6a85][bookmark: _Toc483456881]Relationship to Other Protocols
The Remote Procedure Call Location Services Extensions depend on the following protocols:
1. Locators depend on the domain controller (DC) and domain discovery mechanism [MS-ADTS] to obtain information about domains and to select their mode of operation, as specified in section 3.1.3.1.
2. Client locators depend on Remote Procedure Call Protocol Extensions [MS-RPCE] for forwarding requests to the master locator, as specified in section 3.3.1.4.
3. Master locators depend on the Remote Mailslot Protocol [MS-MAIL] to broadcast requests for the queries they receive, as specified in section 3.4.1.5.1. Server locators depend on the Remote Mailslot Protocol for responding to broadcast requests, as specified in section 3.2.1.5.
4. Client locators depend on the Remote Mailslot Protocol to dynamically discover the master locator, as specified in sections 3.3.1.4.3 and 3.4.1.5.2.
5. Server locators depend on Lightweight Directory Access Protocol (LDAP) [MS-ADTS] for persistently storing name service entries in the Active Directory store, as specified in section 3.2.2.4.
6. Client locators depend on LDAP [MS-ADTS] to look up persistently stored entries in Active Directory for the name service entries, as specified in section 3.3.2.4.
No other protocols have a dependency on this protocol.
The following diagram illustrates the layering of the protocols.
[image: Relationship to other protocols]
Figure 2: Relationship to other protocols
[bookmark: section_a60363201e024690a93aec7fa61a3551][bookmark: _Toc483456882]Prerequisites/Preconditions
Elements of these protocol extensions incorporate RPC interfaces and, as a result, inherit the prerequisites identified in [MS-RPCE] that are common to RPC interfaces.
These protocol extensions assume that an implementation has previously determined the following:
· Whether it is operating on a computer joined to an Active Directory domain.
· Whether it is running on the DC for a domain. A locator running on a DC runs as a master locator.
When operating as a member of an Active Directory domain, a locator must be able to access the Active Directory during initialization to support Active Directory–supported functionalities as specified in section 1.3.2.
For more information, see section 3.1.3.1.
[bookmark: section_a07b875fba2547a6b646131f7aa3e114][bookmark: _Toc483456883]Applicability Statement
The Remote Procedure Call Location Services Extensions do not restrict the applicability of [C706]; rather, they extend its applicability to environments where computers have no centrally accessible directory service.
[bookmark: section_690eea2442904340a438c1e9d14b5be9][bookmark: _Toc483456884]Versioning and Capability Negotiation
Supported Transports
The client locator communicates with the master locator using the RPC over Server Message Block (SMB) Protocol sequence (ncacn_np). For more information, see section 2.1.
The client locator uses the Remote Mailslot Protocol [MS-MAIL] to discover master locators. For more information, see section 3.3.1.4.3.
The master locator uses the Remote Mailslot Protocol [MS-MAIL] to broadcast requests to server locators and receive their responses. For more information, see section 3.4.1.5.
When operating on a domain-joined computer, the locator uses the LDAP protocol to issue queries and updates to Active Directory in its domain. For more information, see sections 3.2.2.4 and 3.3.2.4.
[bookmark: Appendix_A_Target_1]Capability Negotiation<1> 
Protocol version: This protocol's RPC interface has a single version number of 1.0. The RPC versioning and capability negotiation in this situation is as specified in [C706] and in [MS-RPCE] section 1.7.
Security and Authentication Methods
RPC interfaces: The RPC interfaces defined by these extensions use the default security settings for RPC over SMB and do not register any additional security providers ([MS-RPCE] section 3.3.3.3). Default security is used for the RPC interfaces of these extensions. More information on security used by the RPC is specified in [MS-RPCE].
LDAP: When binding through LDAP, the Generic Security Services-Simple and Protected Generic Security Service Application Program Interface Negotiation Mechanism (GSS-SPNEGO) profile for Simple Authentication and Security Layer (SASL) is selected. The GSS-SPNEGO profile uses an implementation specified in [RFC4178] and will result in an actual security mechanism being selected. Typically, this mechanism is Kerberos [RFC4120], but others are possible. If the GSS-Kerberos profile is selected, then Kerberos is used. If Kerberos is used, then the name passed in for authentication is "LDAP/hostname-of-ldap-server". For more information on LDAP, see [MS-ADTS].
[bookmark: section_67bfa77152804b2da91493bfa99c1844][bookmark: _Toc483456885]Vendor-Extensible Fields
This protocol does not define any vendor-extensible fields.
[bookmark: section_e3c9c694f89646b99452097f53e0c03f][bookmark: _Toc483456886]Standards Assignments
This protocol uses the following RPC UUID, RPC endpoint, and Mailslot destination standard assignments.
	 Parameter 
	 Value 
	 Reference 

	LocToLoc RPC Interface UUID
	UUID: e33c0cc4-0482-101a-bc0c-02608c6ba218
	As specified in section 2.1

	LocToLoc RPC Interface End Point
	Pipe Name: \pipe\Locator 
	As specified in section 2.1

	Master Locator Discovery Request Mailslot
	\Mailslot\Resp_s
	As specified in section 2.1

	Master Locator Discovery Response Mailslot
	\Mailslot\Resp_c
	As specified in section 2.1

	Broadcast Lookup Request Mailslot
	\Mailslot\RpcLoc_s
	 As specified in section 2.1

	Broadcast Lookup Response Mailslot
	\Mailslot\RpcLoc_c
	 As specified in section 2.1



[bookmark: section_1b41d1ad52904df5b4bfd8ffb0b9cc1c][bookmark: _Toc483456887]Messages
[bookmark: section_f6ef0bc1f32e45efbcfbbcbd0d08c71d][bookmark: _Toc483456888]Transport
 Lookup forwarding: The client locators forward lookup requests to master locators over the LocToLoc RPC interface. The RPC interface uses the RPC over SMB protocol sequence, as specified in [MS-RPCE].
This protocol uses the following well-known endpoint:
· \pipe\Locator 
This endpoint is a pipe name for RPC over SMB, as specified in [MS-RPCE].
This protocol MUST use the UUID specified in section 1.9. The RPC version number is 1.0.
Broadcast lookup: Master locators broadcast requests for server entries by writing to a mailslot (as specified in [MS-MAIL] section 3.1.4.1) with the following destination and address:
· Destination can be either all reachable computers on the network or all computers in a domain.
· Address: String literal "\Mailslot\RpcLoc_s".
Server locators respond to broadcast requests from master locators by using the Remote Mailslot Protocol with the following destination and address:
· Mailslot destination: The machine that sent the broadcast request to which this is a response.
· Address: String literal "\Mailslot\RpcLoc_c".
Master locator discovery: Client locators discover the master locator by using the Remote Mailslot Protocol with the following destination and address:
· Mailslot destination: All reachable computers on the network.
· Address: String literal "\Mailslot\Resp_s".
Master locators respond to discovery requests by using the Remote Mailslot Protocol with the following destination and address:
· Mailslot destination: The machine that sent the broadcast request to which this is a response.
· Address: String literal "\Mailslot\Resp_c".
Active Directory lookup: A locator on a domain-joined machine uses LDAP to determine whether Active Directory is accessible and to read and write data from Active Directory in the computer's domain. For more information, see section 3.1.3.1. For more information on LDAP, see [MS-ADTS].
[bookmark: section_21006ad057824f04b35cbee856189f2e][bookmark: _Toc483456889]Common Data Types
[bookmark: section_325ee4f8d3a7445daa71a82bb7af9ba6][bookmark: _Toc483456890]Constants
	 Value
	 Description 

	RPC_C_NS_SYNTAX_DCE
(0x3) 
	Specifies the syntax of the entry name, as specified in section 2.2.2.

	NSI_S_OK
(0x0)
	Used to indicate that the LocToLoc method call executed successfully.



[bookmark: section_99becf6489ed4bd8adf0470add859d15][bookmark: _Toc483456891]Extensions to the Name Service Entry Name Syntax
All name service entries MUST be identified by an entry name. The syntax of the entry name is specified by the constant RPC_C_NS_SYNTAX_DCE defined in the preceding section. This syntax allows specification of a domain name, which is an extension of the syntax specified in section "DCE Name Syntax" in [C705] Part 1.
An entry name is a case-insensitive, null-terminated Unicode [UNICODE] string. The entry name MUST be less than 256 characters. Entry names used in the LocToLoc RPC methods are further restricted so that the maximum length of the entry name (including the terminating NULL character) MUST be less than or equal to 100 characters. Entry names MUST be in one of the following forms.
Local Specification:
/.:/name
Domain Specification:
/.../domainname/name
name: Specifies an identifier for the entry. This field can contain a slash (/) character. When operating in directory or directory-only mode, this field MUST NOT contain any characters that are disallowed in the relative distinguished name (RDN) of an Active Directory object, as specified in [MS-ADTS]. This is a restriction on the syntax specified in section "DCE Name Syntax" in [C705] part 1.
domainname: Specifies the name of the domain. This field MUST NOT contain the delimiting slash (/) character.
[bookmark: section_0f656e3afe2e427e9f4945c49cb0b03e][bookmark: _Toc483456892]LocToLoc RPC Interface Types
This RPC interface defines data types in addition to the RPC base types and definitions specified in [C706] and [MS-RPCE].
The following table summarizes the types that are defined in this specification.
	Data type

	STRING_T

	NSI_UUID_P_T

	NSI_UUID_VECTOR_T

	NSI_UUID_VECTOR_P_T

	NSI_NS_HANDLE_T

	NSI_STRING_BINDING_T

	NSI_BINDING_T

	NSI_BINDING_VECTOR_T

	NSI_BINDING_VECTOR_P_T



[bookmark: section_36dd3b6530414cf88e32e2528dbcf69c][bookmark: _Toc483456893]STRING_T
The STRING_T type defines a string of Unicode [UNICODE] characters.
This type is declared as follows:
typedef [string, unique] wchar_t* STRING_T;
[bookmark: section_db06f35493a343a5987808505a933690][bookmark: _Toc483456894]NSI_UUID_P_T
The NSI_UUID_P_T type defines a pointer to a GUID structure.
This type is declared as follows:
typedef [unique] GUID* NSI_UUID_P_T;
[bookmark: section_8ae6134619a64d2797680b2d3ad1d9dd][bookmark: _Toc483456895]NSI_UUID_VECTOR_T
The NSI_UUID_VECTOR_T type defines an array of NSI_UUID_P_T structures.
typedef struct _NSI_UUID_VECTOR_T {
  unsigned long count;
  [size_is(count)] NSI_UUID_P_T uuid[*];
} NSI_UUID_VECTOR_T;
count:  MUST specify the number of NSI_UUID_P_T elements in the uuid member.
uuid:  An array of NSI_UUID_P_T entries.
[bookmark: section_ed6d2dec5f7547dbbc24fb2d0c391b82][bookmark: _Toc483456896]NSI_UUID_VECTOR_P_T
The NSI_UUID_VECTOR_P_T type defines a pointer to the NSI_UUID_VECTOR_T structure.
This type is declared as follows:
typedef [unique] NSI_UUID_VECTOR_T* NSI_UUID_VECTOR_P_T;
[bookmark: section_10af2082cec846a785cd54acca4eb805][bookmark: _Toc483456897]NSI_NS_HANDLE_T
The NSI_NS_HANDLE_T type defines an opaque pointer that is used to represent a context handle, as specified in [C706] and [MS-RPCE]. It is returned from the server to the client.
This type is declared as follows:
typedef [context_handle] void* NSI_NS_HANDLE_T;
[bookmark: section_f05cccde0f6f426ba1fa0d76ee18dfc3][bookmark: _Toc483456898]NSI_STRING_BINDING_T
[bookmark: Appendix_A_Target_2]The NSI_STRING_BINDING_T type defines a Unicode [UNICODE] string that is used to represent binding information and which MAY optionally contain endpoint information.<2>
This type is declared as follows:
typedef [string] wchar_t* NSI_STRING_BINDING_T;
[bookmark: section_c57dda67202548fa9ee79916c18303a6][bookmark: _Toc483456899]NSI_BINDING_T
The NSI_BINDING_T type defines an association of a binding with a server entry.
typedef struct _NSI_BINDING_T {
  NSI_STRING_BINDING_T string;
  unsigned long entry_name_syntax;
  STRING_T entry_name;
} NSI_BINDING_T;
string:  A Unicode [UNICODE] string that contains a string binding. For more information, see section "String Bindings" in [C706] Part 2.
entry_name_syntax:  An unsigned 32-bit integer specifying the syntax of the entry_name field. This value MUST be RPC_C_NS_SYNTAX_DCE.
entry_name:  A Unicode [UNICODE] string specifying the entry name of the name service entry, using the syntax identified by the entry_name_syntax parameter as specified in section 2.2.2.
[bookmark: section_a8b92347919b4fd6aa6345a2857669a7][bookmark: _Toc483456900]NSI_BINDING_VECTOR_T
The NSI_BINDING_VECTOR_T type is defined to hold an array of binding information entries.
typedef struct _NSI_BINDING_VECTOR_T {
  unsigned long count;
  [size_is(count)] NSI_BINDING_T binding[*];
} NSI_BINDING_VECTOR_T;
count:  MUST specify the number of NSI_BINDING_T elements in the binding array.
binding:  An array of binding information entries.
[bookmark: section_a1e2ea55503b42ddb37d21ac3c1d5f7e][bookmark: _Toc483456901]NSI_BINDING_VECTOR_P_T
The NSI_BINDING_VECTOR_P_T type defines a pointer to an NSI_BINDING_VECTOR_T structure.
This type is declared as follows:
typedef [unique] NSI_BINDING_VECTOR_T* NSI_BINDING_VECTOR_P_T;
[bookmark: section_95a54fbab0bc457fa2994bc1f648c712][bookmark: _Toc483456902]Mailslot Structures
This section specifies structures sent and received by using the Remote Mailslot Protocol for the following operations:
· Broadcast Lookup (section 2.2.4.2)
· Master Locator Discovery (section 2.2.4.3)
[bookmark: section_91bf21a7b395406fa242811a99a9897f][bookmark: _Toc483456903]Common Details
This section specifies the syntax for attributes common to the definitions of several objects in this protocol.
[bookmark: section_783ca6573dc54d65a5aba81bd65c12a1][bookmark: _Toc483456904]Mailslot Sender
Mailslot requests and responses, as specified in sections 2.2.4.2.1, 2.2.4.3.1, and 2.2.4.3.2, include information about the sender.
The sender information MUST be a null-terminated string of the following form.
SenderName = \\ComputerName
ComputerName MUST be the NetBIOS name of the computer where the mailslot originated. For more information on NetBIOS, see [NETBEUI], [RFC1001], and [RFC1002].
[bookmark: section_1831bd1c738c45dca2af5d0b835af6f5][bookmark: _Toc483456905]RPC_SYNTAX_IDENTIFIER
 This structure MUST contain a GUID and version information ([MS-RPCE] section 2.2.2.7). It is identical to the RPC_SYNTAX_IDENTIFIER structure used in the LocToLoc interface in section 3.1.4. This structure is used to represent the following:
· Identifier and version of an interface.
· Identifier and version of transfer syntax for an interface.
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	SyntaxGUID (16 bytes)

	...

	...

	SyntaxVersion.MajorVersion
	SyntaxVersion.MinorVersion


SyntaxGUID (16 bytes): As specified in [MS-RPCE] section 2.2.2.7.
SyntaxVersion.MajorVersion (2 bytes): As specified in [MS-RPCE] section 2.2.2.7.
SyntaxVersion.MinorVersion (2 bytes): As specified in [MS-RPCE] section 2.2.2.7.
[bookmark: section_514bb58e483044a096c879bd38214886][bookmark: _Toc483456906]Broadcast Lookup
A master locator broadcasts a request for information by using the Remote Mailslot Protocol when it receives a query as specified in section 3.4.1.5.1:
· This request MUST be sent over the mailslot by using the QueryPacket structure specified in section 2.2.4.2.1.
· Server locators MUST respond to the request with the QueryReply structure specified in section 2.2.4.2.2.
[bookmark: section_2b1c4ef7ecaf4dd28c6662f89ed3e927][bookmark: _Toc483456907]QueryPacket
The QueryPacket structure defines the format of the messages sent by the master locator.
typedef struct {
  RPC_SYNTAX_IDENTIFIER Interface;
  GUID Object;
  WCHAR WkstaName[20];
  WCHAR EntryName[100];
} QueryPacket;
Interface:  Optionally MUST specify the identifier and version for the interface being queried. MUST be filled with zeros to indicate that no interface identifier is specified. The type of the structure is specified in section 2.2.4.1.2.
Object:  Optionally MUST specify the UUID for the object being queried. MUST be filled with zeros to indicate that no object UUID is specified.
WkstaName:  MUST be a Mailslot sender as specified in section 2.2.4.1.1. This parameter is limited to 20 characters including the null terminator.
EntryName:  MUST specify the name service entry being looked for. This parameter MUST conform to the RPC_C_NS_SYNTAX_DCE syntax as specified in section 2.2.2. MUST be filled with all zeros to indicate that no name service entry is specified.
[bookmark: section_cb93874219a34303a1a2d0b0dd667de1][bookmark: _Toc483456908]QueryReply
The QueryReply structure defines the response of a server locator to a master locator Broadcast Lookup query
typedef struct {
  WCHAR Domain[20];
  ReplyBuffer Buffer[];
} QueryReply;
Domain:  MUST be a null-terminated, fixed-length buffer that MUST contain the NetBIOS domain name of the computer on which the server locator is running. Information on NetBIOS is specified in [NETBEUI], [RFC1001], and [RFC1002]. The NULL termination character is included in the fixed-length size of 20 WCHAR.
Buffer:   MUST contain the response from the server locator. The buffer MUST be an array of ReplyBuffer structures terminated by 4 zero-initialized bytes. The size of the buffer MUST NOT exceed 1000 bytes, including any zero-initialized bytes for termination between ReplyBuffer structures. Reply buffers are specified in section 2.2.4.2.2.2.
[bookmark: section_7a08778fe27941059f9dfa9a6932ea54][bookmark: _Toc483456909]MAILSLOT_ENTRY_TYPE
The MAILSLOT_ENTRY_TYPE enumeration defines the type of response being sent as a response to the master locator request.
typedef  enum 
{
  MailslotServerEntryType = 1
} MAILSLOT_ENTRY_TYPE;
MailslotServerEntryType:  Server entry is contained in this response.
[bookmark: section_a1a160e1114f4967aad4a73686ca500f][bookmark: _Toc483456910]ReplyBuffer
The ReplyBuffer structure specifies the layout of the response in the QueryReply structure.
typedef struct {
  fixed_part_of_reply fpr;
  wchar_t entryName[fpr.EntryNameLength];
  long objListSize;
  DWORD unused;
  GUID objUUID[objListSize];
  wchar_t binding[fpr.BindingLength];
} ReplyBuffer;
fpr:  MUST contain the fixed part of the reply. For more information, see section 2.2.4.2.2.3.
entryName:  A null-terminated Unicode buffer that MUST contain the name of the name service entry as specified by the RPC_C_NS_SYNTAX_DCE syntax. The size (in characters) of this buffer, including the terminating null character, MUST be fpr.EntryNameLength.
objListSize:  MUST contain the number of object UUIDs present in the objUUID array.
unused:  Senders MUST set this to zero, and receivers MUST ignore it.
objUUID:  An array of object UUIDs exported on the name service entry. The number of object UUIDs in this buffer MUST be equal to the objListSize. The size of this buffer MUST be the number of object UUIDs in this buffer.
binding:  A null-terminated Unicode buffer that MUST contain a string binding exported to the name service entry. The size (in characters) of this buffer, including the terminating null character, MUST be fpr.BindingLength.
[bookmark: section_e86e0b7125e94cb0a23c8df4ef8b0720][bookmark: _Toc483456911]fixed_part_of_reply
The fixed_part_of_reply structure defines the layout of the Buffer field in the QueryReply structure that forms the server locator's response to the master locator's query.
typedef struct fixed_part_of_reply {
  MAILSLOT_ENTRY_TYPE type;
  DWORD unused1[5];
  unsigned long unused2;
  unsigned long unused3;
  RPC_SYNTAX_IDENTIFIER Interface;
  RPC_SYNTAX_IDENTIFIER XferSyntax;
  unsigned long BindingLength;
  DWORD unused4;
  unsigned long EntryNameLength;
  DWORD unused5;
} fixed_part_of_reply;
type:  MUST specify the type of response. This MUST contain MailslotServerEntryType as specified in section 2.2.4.2.2.1.
unused1:  Can be set to any arbitrary value when set and MUST be ignored on receipt.
unused2:  Can be set to any arbitrary value when set and MUST be ignored on receipt.
unused3:  Can be set to any arbitrary value when set and MUST be ignored on receipt.
Interface:  Specifies the interface being returned. The structure MUST be as specified in section 2.2.4.1.2.
XferSyntax:  Specifies the transfer syntax for the interface being returned. The structure is specified in section 2.2.4.1.2.
BindingLength:  Specifies the number of characters (including the terminating null) in the string binding that appears in the binding field of the ReplyBuffer structure that contains this fixed_part_of_reply structure.
unused4:  Can be set to any arbitrary value when set and MUST be ignored on receipt.
EntryNameLength:  MUST specify the number of characters (including the terminating null) in the entry name that appears in the entryName field of the ReplyBuffer structure that contains this fixed_part_of_reply structure.
unused5:  Can be set to any arbitrary value when set and MUST be ignored on receipt.
[bookmark: section_67de2636821245a98e1a2ab8f201af3a][bookmark: _Toc483456912]Master Locator Discovery
Client locators broadcast requests to find master locators, as specified in section 3.3.1.4.3:
· These requests are sent over mailslot by using the QUERYLOCATOR structure.
· Master locators respond to the request over mailslot by using the QUERYLOCATORREPLY structure.
[bookmark: section_77a5adfcf49b4aa3abb40b02fab45d6b][bookmark: _Toc483456913]QUERYLOCATOR
The QUERYLOCATOR structure defines the structure that is sent by using the Remote Mailslot Protocol when the client locator is looking for a master locator.
typedef struct {
  unsigned long MessageType;
  unsigned long SenderOsType;
  wchar_t RequesterName[18];
} QUERYLOCATOR;
MessageType:  This defines the type of the message being sent. It MUST be the following value.
	Value
	Meaning

	QUERY_MASTER_LOCATOR
0x01
	Query for an existing master locator.


SenderOsType:  An identifier indicating the type of operating system running on the computer of the sender locator. This MUST be the following value.
	Value
	Meaning

	OS_NTWKGRP
0x04
	The operating system is Windows NT 4.0 operating system or later.


RequesterName:  The mailslot sender as specified in section 2.2.4.1.1. This parameter is limited to 18 characters including the terminating null  character.
[bookmark: section_a4d4a5e785a140c7831f1ce8471be4b6][bookmark: _Toc483456914]QUERYLOCATORREPLY
The QUERYLOCATORREPLY structure represents the data that is sent back by a master locator in response to a master locator discovery request.
typedef struct {
  unsigned long unused;
  unsigned long Hint;
  unsigned long Uptime;
  unsigned short SenderName[18];
} QUERYLOCATORREPLY;
unused:  MUST be ignored by both client and server.
Hint:  A hint representing the type of responding locator. It MUST be the following value.
	Value
	Meaning

	REPLY_MASTER_LOCATOR
0x01
	This locator is a master locator.


[bookmark: Appendix_A_Target_3]Uptime:  SHOULD contain the number of elapsed seconds since the sending computer started up.<3>
SenderName:  MUST contain the mailslot sender as specified in section 2.2.4.1.1. This parameter is limited to 18 characters including the terminating null character.
[bookmark: section_c1842e4931594ad188444cb5a8b28b69][bookmark: _Toc483456915]Active Directory Schema Specifications
The following sections specify the schemas of objects relevant to this protocol. For more details, see [MS-ADSC], [MS-ADA1], and [MS-ADA3].
[bookmark: section_6c917a37c1ec4e8081014aba7237c23f][bookmark: _Toc483456916]Common Details
This section specifies the syntax for attributes common to the definitions of several objects.
[bookmark: section_2dd5bf33c3554411816441dd037d5a4b][bookmark: _Toc483456917]Name Service Entry RDN
[bookmark: Appendix_A_Target_4]The RDN attribute of an object specifies the identifier for the object relative to its Active Directory path. For a name service entry, this attribute MUST be identical to the name component of the object's corresponding name service entry name as specified by using RPC_C_NS_SYNTAX_DCE (section 2.2.2).<4> 
[bookmark: section_094572729ac2420196235ece6eba0023][bookmark: _Toc483456918]Reference Attributes
The Reference Attribute specifies a reference to a name service entry in Active Directory. The value of the attribute MUST be a modified LDAP URL for an object in Active Directory that represents the referenced name service entry. This attribute MUST be identical to the object's LDAP URL without the URL scheme ("ldap:"). For more information on LDAP URLs, see [MS-ADTS].
In addition to being a valid LDAP URL, the Reference Attribute MUST adhere to the following format. This format is defined by using the extended Backus-Naur Form (BNF) specified in [C706].
Reference Attribute Value = "//" Domain "/cn=" Entry "," RestOfLDAPURL
Domain: MUST be a valid fully qualified domain name (FQDN) of the domain.
Entry: MUST be identical to the name component of the object's name service entry name specified by using the syntax described in section 2.2.2.
RestOfLDAPURL: MUST be the rest of the LDAP URL and MUST conform to the LDAP URL syntax specified in [MS-ADTS], without the domain and URL scheme ("ldap:").
[bookmark: section_ccc3dacd19c84ea99f4ec082b675472a][bookmark: _Toc483456919]RPC Syntax Identifier Attribute
An RPC Syntax Identifier attribute represents an RPC_SYNTAX_IDENTIFIER structure. This attribute specifies either of the following properties:
· Identifier and version of an interface.
· Identifier and version of transfer syntax for an interface.
This structure MUST be specified as a string in the following format. The syntax of the format is according to extended BNF as specified in [C706].
UUIDAndVersion   =UUID "." Version
Version          =<Digit><Digit><Digit><Digit><Digit> "." <Digit>
                  <Digit><Digit><Digit><Digit>
Digit   = "0" | "1" | "2" | "3" | "4" | "5" | "6" | "7" | "8" | "9"

The UUID MUST be encoded as the string representation of the interface UUID, as specified in the "Universal Unique Identifier" section in Appendix A of [C706]. The numeric value of each of the Digit productions MUST be less than or equal to 216-1.
[bookmark: section_ba4bc4671acf4f898c2f212edaec011c][bookmark: _Toc483456920]rpcContainer Class
The rpcContainer class MUST represent the container in which all the RPC name service entries are created in Active Directory. More information on the "Class rpcContainer" can be found in [MS-ADSC] section 2.234. The following attributes on the rpcContainer class are accessed by this protocol.
unsigned long    nameServiceFlags 
                 Optional
nameServiceFlags: If the value is nonzero, then all locators in the domain MUST run in directory mode. If the value is 0, then all locators in the domain MUST run in directory-only mode. The value is treated as a nonzero value when not set. For more information on the Attribute nameServiceFlags, see [MS-ADA3].
[bookmark: section_0c4d77991fe246468da038d13b67c703][bookmark: _Toc483456921]rpcServer Class
The rpcServer class MUST represent an RPC name service server entry in Active Directory. See also "Class rpcServer" in [MS-ADSC]. The rpcServer class contains child elements of class rpcServerElement (section 2.2.5.6) that represent individual RPC interfaces exported to the corresponding server entry. The following attributes on the rpcServer class are accessed by the Remote Procedure Call Location Services Protocol.
string    rpcNsObjectID
          Optional, MultiValued
string    description
          Optional
string    RDN
          Mandatory
rpcNsObjectID: MUST be the list of object UUIDs exported to the corresponding Server Entry. Each object UUID MUST be stored in a string form encoded as defined in the "Universal Unique Identifier" section in Appendix A of [C706]. See also "Attribute rpcNsObjectID" in [MS-ADA3].
description: An implementation-specific informative text string for the name service entry. See also "Attribute description" in [MS-ADA1].
RDN:  The RDN of the entry as specified in Name Service Entry RDN (section 2.2.5.1.1).
[bookmark: section_c0e9dc41083b449299e4dbec604887e8][bookmark: _Toc483456922]rpcProfile Class
The rpcProfile class MUST represent an RPC name service profile entry in Active Directory. See also "Class rpcProfile" in [MS-ADSC] section 2.237. The class contains child elements of class rpcProfileElement (section 2.2.5.7). The following attributes on this class are accessed by the RPC Location Services Extensions Protocol.
string    RDN
          Mandatory
RDN: The RDN of the entry as specified in Name Service Entry RDN (section 2.2.5.1.1).
[bookmark: section_8380ee7604a048bfb51ef07b26bd6119][bookmark: _Toc483456923]rpcGroup Class
The rpcGroup class MUST represent an RPC name service group entry in Active Directory. See also "Class rpcGroup" in [MS-ADSC] section 2.236. The following attributes on this class are accessed by the RPC Location Services Extensions Protocol.
string    rpcNsGroup
          Optional, Multivalued
string    RDN
          Mandatory
rpcNsGroup: MUST be a set of references for the entries that are members of this group. Each reference is specified in Reference Attributes (section 2.2.5.1.2). For more information, see "Attribute rpcNsGroup" in [MS-ADA3]. The values in this attribute are unordered.
RDN: The RDN of the entry MUST be as specified in Name Service Entry RDN (section 2.2.5.1.1).
[bookmark: section_e694bae38ccf4baf931a66daae9ae998][bookmark: _Toc483456924]rpcServerElement Class
The rpcServerElement class MUST represent a single RPC interface in a given RPC server entry in Active Directory. See also "Class rpcServerElement" in [MS-ADSC] section 2.240. Every instance of this class MUST be the child of an instance of class rpcServer. The following attributes on this class are accessed by the Remote Procedure Call Location Services Extensions Protocol.
string    rpcNsBindings
          Mandatory, Multivalued
string    rpcNsInterfaceID 
          Mandatory 
string    rpcNsTransferSyntax
          Mandatory
string    RDN
          Mandatory
rpcNsBindings: An array of one or more string bindings for this RPC interface. See also "Attribute rpcNsBindings" in [MS-ADA3]. The string bindings can optionally contain endpoint information. The format is described in "String Bindings" in Part 2 of [C706].
rpcNsInterfaceID: A string that encodes the interface identifier and version of this RPC interface; MUST be as specified in RPC Syntax Identifier Attribute (section 2.2.5.1.3). See also "Attribute rpcNsInterfaceID" in [MS-ADA3].
rpcNsTransferSyntax: A string that encodes the transfer syntax for this RPC interface; MUST be as specified in RPC Syntax Identifier Attribute (section 2.2.5.1.3). See also "Attribute rpcNsTransferSyntax" in [MS-ADA3].
RDN: Name of the entry. RDN MUST be the same as the rpcNsInterfaceID.
[bookmark: section_5e23ae5eb1a04bc5b38c035a99810f95][bookmark: _Toc483456925]rpcProfileElement Class
The rpcProfileElement class represents a single entry in a given RPC profile in Active Directory. See also "Class rpcProfileElement" in [MS-ADSC] section 2.238. Every instance of this class must be the child of an instance of class rpcProfile. The following attributes on this class are accessed by the RPC Location Services Extensions Protocol.
string           rpcNsInterfaceID
                 Mandatory
unsigned long    rpcNsPriority 
                 Mandatory
string           rpcNsAnnotation
                 Optional
string           rpcNsProfileEntry
                 Optional
string           RDN
                 Mandatory
rpcNsInterfaceID: A string that encodes the interface identifier and version of this RPC interface, as specified in RPC Syntax Identifier Attribute (section 2.2.5.1.3). See also "Attribute rpcNsInterfaceID" in [MS-ADA3].
rpcNsPriority: An integer that MUST represent the priority of the profile element as specified in "rpc_ns_profile_elt_add" in [C706] Part 2. See also "Attribute rpcNsPriority" in [MS-ADA3].
rpcNsAnnotation: An optional informative text string for the entry. See also "Attribute rpcNsAnnotation" in [MS-ADA3]. This attribute MUST be ignored if set to an empty string.
rpcNsProfileEntry: MUST be a reference to the entry corresponding to this profile element. This attribute is specified in Reference Attributes (section 2.2.5.1.2). See also "Attribute rpcNsProfileEntry" in [MS-ADA3].
RDN: The RDN of the entry that MUST be the same as the RDN of the referred entry. The RDN of the entry MUST be as specified in Name Service Entry RDN (section 2.2.5.1.1).
[bookmark: section_7889aee232ec44918173ad3aca0ff45c][bookmark: _Toc483456926]LDAP Operation Details
All LDAP operations in this document are described here in terms of the abstract interfaces defined in [MS-ADTS] section 7.
[bookmark: section_40d1a4821ac9456f98c94e4f00277d3c][bookmark: _Toc483456927]LDAP Abstract Data Elements
ADConnection: A handle to the Active Directory server.
[bookmark: section_4a67ea6ee1e24705b64e5761d87cc002][bookmark: _Toc483456928]LDAP Operation Details
[bookmark: section_bf6bc74746574c7981b396ed73d89b73][bookmark: _Toc483456929]LDAP Query
To write LDAP data, the server locator MUST perform the LDAP operation specified in [MS-ADTS] section 7.6.1.6, Performing an LDAP Operation on an ADConnection. The TaskInputADConnection value MUST be the ADCONNECTION_HANDLE object ([MS-DTYP] section 2.2.2, ADCONNECTION_HANDLE) stored in ADConnection. The TaskInputRequestMessage MUST contain an LDAP searchRequest message ([RFC2251] section 4.7) formatted per section 2.2.5.
[bookmark: section_02a7387f9a784828be1f8aaa588bbac6][bookmark: _Toc483456930]LDAP Add
To write LDAP data, the server locator MUST perform the LDAP operation specified in [MS-ADTS] section 7.6.1.6, Performing an LDAP Operation on an ADConnection. The TaskInputADConnection value MUST be the ADCONNECTION_HANDLE object ([MS-DTYP] section 2.2.2, ADCONNECTION_HANDLE) stored in ADConnection. The TaskInputRequestMessage MUST contain an LDAP AddRequest message ([RFC2251] section 4.7) formatted per section 2.2.5.
[bookmark: section_d7eaef728902459484db1f9c6918b4ab][bookmark: _Toc483456931]LDAP Delete
To write LDAP data, the server locator MUST perform the LDAP operation specified in [MS-ADTS] section 7.6.1.6, Performing an LDAP Operation on an ADConnection. The TaskInputADConnection value MUST be the ADCONNECTION_HANDLE object ([MS-DTYP] section 2.2.2, ADCONNECTION_HANDLE) stored in ADConnection. The TaskInputRequestMessage MUST contain an LDAP delRequest message ([RFC2251] section 4.7) formatted per section 2.2.5.
[bookmark: section_f218b80f64e5455692effdb256aa7679][bookmark: _Toc483456932]LDAP Modify
To write LDAP data, the server locator MUST perform the LDAP operation specified in [MS-ADTS] section 7.6.1.6, Performing an LDAP Operation on an ADConnection. The TaskInputADConnection value MUST be the ADCONNECTION_HANDLE object ([MS-DTYP] section 2.2.2, ADCONNECTION_HANDLE) stored in ADConnection. The TaskInputRequestMessage MUST contain an LDAP ModifyRequest message ([RFC2251] section 4.7) formatted per section 2.2.5.
[bookmark: section_cf7717cbb6bc415eb28d39e077b079a6][bookmark: _Toc483456933]LDAP Bind
Whenever the server locator issues LDAP commands to the Active Directory, it must first bind to the Active Directory.  Binding is accomplished by this processing sequence. If any of the operations specified below fail, the entire sequence MUST be terminated.
1. The Client invokes the Initialize an ADConnection task, as defined in [MS-ADTS] section 7.6.1.1, with the following parameters:
· TaskInputTargetName: Name of the domain controller as determined by DsrGetDcNameEx2 and documented in the individual sections where LDAP is used.
· TaskInputPortNumber: 389.
Store the new TaskReturnADConnection returned from the task as the ADConnection ADM element.
If the task returns failure, application MUST be terminated and an event SHOULD be logged using an implementation-specific mechanism.
2. The client invokes the Setting an LDAP Option on an ADConnection task, as defined in [MS-ADTS] section 7.6.1.2, with the following parameters:
· TaskInputADConnection: Value of the ADConnection ADM element.
· TaskInputOptionName: LDAP_OPT_AUTH_INFO.
· TaskInputOptionValue: 
· bindMethod: SASL using the GSS-SPNEGO mechanism ([MS-ADTS] section 5.1.1.1.1)
· name: NULL
· password: NULL
If the task returns failure, the application MUST be terminated and an event SHOULD be logged using an implementation-specific mechanism.
3. The Client invokes the Establishing an ADConnection task, as defined in [MS-ADTS] section 7.6.1.3, with the following parameter:
· TaskInputADConnection: Value of the ADConnection ADM element.
If the task returns FALSE, the application MUST be terminated and an event SHOULD be logged using an implementation-specific mechanism.
4. After the Active Directory connection is initialized and the options are set, the client invokes the Performing an LDAP Bind on an ADConnection task, as defined in [MS-ADTS] section 7.6.1.4, with the following parameter:
· TaskInputADConnection: Value of the ADConnection ADM element.
If the TaskReturnStatus returned is not zero, the application MUST be terminated and an event SHOULD be logged using an implementation-specific mechanism.
[bookmark: section_d7488f79485948159a058e9a8f6b065f][bookmark: _Toc483456934]LDAP Unbind
After the server locator has completed issuing LDAP commands, it must unbind from the Active Directory. Unbinding is accomplished by this processing sequence.
· The client performs the termination of the Active Directory connection with the Active Directory by invoking the Performing an LDAP Unbind on an ADConnection task, defined in [MS-ADTS] section 7.6.1.5, with the following parameter:
· TaskInputADConnection: Value of the ADConnection ADM element.
[bookmark: section_06e88924c36c4c709a2600878c377334][bookmark: _Toc483456935]Directory Service Schema Elements
This protocol accesses the following Directory Service schema classes and attributes listed in the following table.
For the syntactic specifications of the following <Class> or <Class><Attribute> pairs, refer [MS-ADSC], [MS-ADA1], [MS-ADA3].
	 Class 
	 Attribute 

	rpcContainer
	 nameServiceFlags

	rpcServer
	 rpcNsObjectID
description
RDN

	rpcProfile
	RDN

	rpcGroup
	rpcNsGroup
RDN

	rpcServerElement
	rpcNsBindings
rpcNsInterfaceID
rpcNsTransferSyntax
RDN

	rpcProfileElement
	rpcNsInterfaceID
rpcNsPriority
rpcNsAnnotation
rpcNsProfileEntry
RDN



[bookmark: section_bee9c88a1ae0455bba59024f52656cc9][bookmark: _Toc483456936]Protocol Details
The relationship between various server, group, and profile entries is specified in "Name Service Attributes", [C706] section 2. This specification preserves those relationships in all respects except where explicitly stated otherwise.
The search algorithm used for lookup of bindings is defined in "Search Algorithm", [C706] section 2. This specification maintains that algorithm as specified in all respects.
[bookmark: section_6c6096c8c0c645bb82c429880fe1ecc2][bookmark: _Toc483456937]LocToLoc Common Details
This section specifies the details that are common to different locator roles.
[bookmark: section_e8209b7abb8f443abc922a316e1532d9][bookmark: _Toc483456938]Abstract Data Model
This section specifies a conceptual model of possible data organization that an implementation maintains to participate in this protocol. The organization helps explain how the protocol behaves. This document does not mandate that implementations adhere to this model as long as their external behavior is consistent with the behavior described in this document.
[bookmark: section_ec244075b9804549bbbebe63f484c6b8][bookmark: _Toc483456939]RPC Services Container
In Directory and Directory-only modes, locators rely on an Active Directory store (Active Directory Entry Cache, see section 3.2.2.1) in the domain of the computer for persistently storing and looking up name service entries represented as Active Directory objects. These Active Directory objects MUST reside under the CN=RpcServices, CN=System location under the Domain Naming Context of the computer domain. This container MUST be of class rpcContainer and can have direct child objects as instances of classes rpcServer, rpcGroup, and rpcProfile. Correspondence between name service entries and Active Directory schema classes is specified in Name Service Entries in Active Directory (section 1.3.3).
Entry FQDN: The fully qualified domain name (FQDN) of a given Active Directory entry representation MUST be defined by concatenating the RDN of the entry (Name Service Entry RDN (section 2.2.5.1.1)) with the FQDN of the RPC services container.
Domain name: The name of the domain the computer is a member of, or empty if the computer is not joined to a domain. It is assumed that this is known prior to initialization of these extensions.
Domain Controller flag: A flag, if set indicates that the computer is acting as a domain controller for the domain. It is assumed that this is known prior to initialization of these extensions. 
[bookmark: section_0c12856de5a8401eb1117aca5bb8731f][bookmark: _Toc483456940]Timers
No common timers are required across all locator roles.
[bookmark: section_2c3160bb0e9441468b898f7072c16648][bookmark: _Toc483456941]Initialization
[bookmark: section_84ce8318d98f4d1daaaf9286e0078e1c][bookmark: _Toc483456942]Mode Initialization
Any implementation of the RPC Location Services Protocol Extensions MUST determine its mode using the following algorithm:
1. The locator determines whether the computer is joined to a domain. If the computer is not joined to a domain, the locator MUST set its mode to nondirectory mode. If the computer is joined to a domain, the locator issues an LDAP query to retrieve the nameServiceFlags attribute of the Active Directory RPC services container. Information from Active Directory MUST be queried in the context of the security principal of the computer.
2. [bookmark: Appendix_A_Target_5]If the attribute is not retrieved successfully, the locator MUST set its mode to nondirectory mode.<5> 
3. [bookmark: Appendix_A_Target_6]If the attribute is retrieved successfully and is unspecified or specifies a nonzero value, the locator MUST set its mode to directory mode.<6>
4. Otherwise, if the attribute is retrieved successfully and is specified as zero, the locator MUST set its mode to Directory-only.
[bookmark: section_040c33a6bda04331b3135ac67c3005d4][bookmark: _Toc483456943]Master and Nonmaster Locator Initialization
Any implementation of the Remote Procedure Call Location Services Extensions MUST determine its role using the following algorithm:
1. The locator determines whether the computer on which it is running, is joined to the domain and whether it is acting as a domain controller of the domain.
2. Locators running on a domain controller MUST initialize as a master locator.
3. Locators running on a domain-joined computer, but not running as a domain controller, MUST initialize as a nonmaster locator. A nonmaster locator MUST initialize the list of potential master locators by enumerating the computers running as domain controllers in the domain.
4. Locators running on a non-domain-joined computer MUST initialize as a nonmaster locator. An implementation SHOULD change its role from nonmaster locator to master locator if no master locator is discovered by the master locator discovery process or if the master locators discovered are not reachable. As part of this process, the locator MUST perform master locator-specific initialization, as specified in section 3.4.1.3.
5. Any locator that becomes a master locator and responds to a master locator discovery query or sends a broadcast lookup request as specified in section 3.4 SHOULD continue to remain as a master locator.
6. [bookmark: Appendix_A_Target_7]Master locator reachability MAY be determined by making a call on the I_nsi_ping_locator method on the LocToLoc interface.<7>
[bookmark: section_bdd4e0ad021043579bee2851b0cbf8ce][bookmark: _Toc483456944]Message Processing Events and Sequencing Rules
The ILocToLoc interface is used by client locators to forward lookup requests to master locators.
Methods in RPC Opnum Order
	Method
	Description

	I_nsi_lookup_begin
	Invoked by a client locator to enumerate the binding information for a set of RPC servers that satisfy a given set of criteria.
Opnum: 0

	I_nsi_lookup_done
	Invoked to free any resources associated with the context handle returned by a preceding call to the I_nsi_lookup_begin method.
Opnum: 1

	I_nsi_lookup_next
	Invoked to continue an enumeration of binding vectors that satisfy the criteria specified in a call to the I_nsi_lookup_begin method. The number of bindings in the binding_vector is limited by the parameter binding_max_count specified in the call to the I_nsi_lookup_begin method.
Opnum: 2

	I_nsi_entry_object_inq_next
	Invoked to continue an enumeration initiated by a previous call to the I_nsi_entry_object_inq_next method.
Opnum: 3

	I_nsi_ping_locator
	Invoked by the client to determine whether the target computer is available as a master locator.
Opnum: 4

	I_nsi_entry_object_inq_done
	Invoked to free any resources associated with the context handle returned by a preceding call to the I_nsi_entry_object_inq_begin method.
Opnum: 5

	I_nsi_entry_object_inq_begin
	Invoked to enumerate the object UUIDs on a name service entry.
Opnum: 6



[bookmark: section_3674c5afb5d543658f199db8f64b4189][bookmark: _Toc483456945]I_nsi_lookup_begin (Opnum 0)
The I_nsi_lookup_begin method is invoked by a client locator to enumerate the binding information for a set of RPC servers that satisfy a given set of criteria. The Microsoft Interface Definition Language (MIDL) syntax of the method is specified as follows.
void I_nsi_lookup_begin(
  [in] handle_t hrpcPrimaryLocatorHndl,
  [in] unsigned long entry_name_syntax,
  [in] STRING_T entry_name,
  [in, unique] RPC_SYNTAX_IDENTIFIER* interfaceid,
  [in, unique] RPC_SYNTAX_IDENTIFIER* xfersyntax,
  [in] NSI_UUID_P_T obj_uuid,
  [in] unsigned long binding_max_count,
  [in] unsigned long MaxCacheAge,
  [out] NSI_NS_HANDLE_T* import_context,
  [out] unsigned short* status
);
hrpcPrimaryLocatorHndl: An RPC server binding handle, as specified in [C706] Part 2, "Binding Handle". A client creates this handle by binding to the locator server using the UUID specified in section 1.9 and endpoint specified in section 2.1. A client can create the binding handle using the rpc_string_binding_compose and rpc_binding_from_string_binding APIs (as specified in [C706] the "rpc_string_binding_compose" section) or equivalent on the client systems' implementation of RPC. When all operations using this handle are completed, use the equivalent of rpc_binding_free to free the handle resources.
[bookmark: Appendix_A_Target_8]entry_name_syntax: An identifier that represents the syntax used for entry_name. The value MUST be RPC_C_NS_SYNTAX_DCE.<8>
entry_name: A Unicode [UNICODE] string optionally specifying the entry name of the name service entry, using the syntax identified by the entry_name_syntax parameter, as specified in section 2.2.2. This parameter can optionally be null or an empty string.
interfaceid: An optional interface specification. Specified to request only bindings for server entries that have advertised interfaces compatible with this parameter. The client sets interfaceid to NULL to indicate that this parameter is not specified. Interface compatibility is specified in section 3.4.1.5.1.
xfersyntax: An optional transfer syntax specification. Specified to request only bindings for server entries that have advertised interfaces compatible with this parameter. The client sets xfersyntax to NULL to indicate that this parameter is not specified. Interface compatibility is specified in section 3.4.1.5.1.
obj_uuid: An optional pointer to an object UUID specification. Specified to request only bindings for the server entries that export this object UUID. If the parameter is NULL or if it contains a null GUID, the parameter is ignored.
[bookmark: Appendix_A_Target_9]binding_max_count: The maximum number of elements allowed in the binding vector returned from the I_nsi_lookup_next method. If 0 is specified, an appropriate implementation-specific default maximum MUST be used.<9>
MaxCacheAge: Specifies the maximum number of seconds that any results returned from a cache might have been present in the cache without being refreshed. This information is as specified in [C706] Part 2, Name Service Caching.
import_context: On successful completion of this method, returns a context handle for enumerating binding vectors by using the I_nsi_lookup_next method. This context handle MUST be closed by using the I_nsi_lookup_done method.
status: A 16-bit value that indicates the results of the method call. In case of success, the value MUST be NSI_S_OK. The value MUST be a nonzero value on failure. All failures MUST be treated identically as failure of the whole enumeration process.
Return Values: This method does not return any values. RPC exceptions might be thrown from this method.
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_8e23ebb6155b48e1931557fe113d095a][bookmark: _Toc483456946]I_nsi_lookup_next (Opnum 2)
The I_nsi_lookup_next method is invoked to continue an enumeration of binding vectors that satisfy the criteria specified in a call to the I_nsi_lookup_begin method. The number of bindings in the binding_vector is limited by the parameter binding_max_count specified in the call to the I_nsi_lookup_begin method. The MIDL syntax of this method is specified as follows.
void I_nsi_lookup_next(
  [in] handle_t hrpcPrimaryLocatorHndl,
  [in] NSI_NS_HANDLE_T import_context,
  [out] NSI_BINDING_VECTOR_P_T* binding_vector,
  [out] unsigned short* status
);
hrpcPrimaryLocatorHndl: An RPC server binding handle, as specified in [C706] Part 2, "Binding Handle". A client creates this handle by binding to the locator server using the UUID specified in section 1.9 and endpoint specified in section 2.1. A client can create the binding handle using the rpc_string_binding_compose and rpc_binding_from_string_binding APIs (as specified in [C706] the "rpc_string_binding_compose" section) or equivalent on the client systems' implementation of RPC. When all operations using this handle are completed, use the equivalent of rpc_binding_free to free the handle resources.
import_context: A context handle returned by a preceding call to the I_nsi_lookup_begin method.
binding_vector: On successful completion, returns a vector containing bindings that satisfy the criteria defined in the preceding call to the I_nsi_lookup_begin method. The caller MUST not assume that the bindings are ordered. The client is responsible for freeing the memory allocated for the binding_vector. The memory allocated for the binding_vector does not need to be freed before subsequent calls to I_nsi_lookup_next.
status: A 16-bit value that indicates the result of the method call. Any other values, except those listed as follows, MUST be treated as failures and MUST be treated identically. Failure is typically a serious condition (e.g., host out of memory) and SHOULD abort the current operation and then propagated to the higher-layer caller. In the event of failure, the caller SHOULD invoke I_nsi_lookup_done immediately, although it might fail as well. 
	Value
	Meaning

	NSI_S_OK
0x00000000
	The call returned successfully and binding vector contains at least one binding. There can be additional bindings that satisfy the criteria.

	NSI_S_NO_MORE_BINDINGS
0x00000001
	There are no more bindings that satisfy the criteria and binding vector contains no bindings. 


Return Values: This method does not return any values.
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_f6d8c1553ef44c22b43d68fe0e375bcf][bookmark: _Toc483456947]I_nsi_lookup_done (Opnum 1)
The I_nsi_lookup_done method is invoked to free any resources associated with the context handle returned by a preceding call to the I_nsi_lookup_begin method. The MIDL syntax of this method is specified as follows. 
void I_nsi_lookup_done(
  [in] handle_t hrpcPrimaryLocatorHndl,
  [in, out] NSI_NS_HANDLE_T* import_context,
  [out] unsigned short* status
);
hrpcPrimaryLocatorHndl: An RPC server binding handle, as specified in [C706] Part 2, "Binding Handle". A client creates this handle by binding to the locator server using the UUID specified in section 1.9 and endpoint specified in section 2.1. A client can create the binding handle using the rpc_string_binding_compose and rpc_binding_from_string_binding APIs (as specified in [C706] the "rpc_string_binding_compose" section) or equivalent on the client system's implementation of RPC. When all operations using this handle are completed, use the equivalent of rpc_binding_free to free the handle resources.
import_context: A context handle returned by the server from a preceding call to the I_nsi_lookup_begin method. On successful completion, this parameter MUST be set to NULL by the server and MUST NOT be modified on failure.
status: A 16-bit value that indicates the results of the method call. In case of success, the value will contain NSI_S_OK, or a nonzero value on failure. All failures MUST be treated identically as a failure of the freeing process initiated by this method, but no further action is required by the caller.
Return Values: This method does not return any values.
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_42e76aecaabb4500ad1baea9fd1531ca][bookmark: _Toc483456948]I_nsi_ping_locator (Opnum 4)
The I_nsi_ping_locator method is invoked by the client to determine if the target computer is available as a master locator. The MIDL syntax of the method is specified as follows.
void I_nsi_ping_locator(
  [in] handle_t hLocatortoPing,
  [out] error_status_t* status
);
hLocatortoPing: An RPC primitive binding handle, as specified in [C706] Part 2, "Binding Handle". A client creates this handle by binding to the locator server using a UUID specified in section 1.9 and an endpoint specified in section 2.1 using the rpc_string_binding_compose and rpc_binding_from_string_binding APIs [C706] or equivalent on the client systems implementation of RPC.
[bookmark: Appendix_A_Target_10]status: A 32-bit value that indicates the results of the method call. In case of success, the value will contain NSI_S_OK, or a nonzero value on failure. All failures MUST be treated identically as a failure of the pinging process initiated by this method, and the target computer SHOULD be treated as unavailable as a master locator.<10>
Return Values: This method does not return any values.
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_49bdfea193c0449f94a4aef47e7b3a95][bookmark: _Toc483456949]I_nsi_entry_object_inq_begin (Opnum 6)
The I_nsi_entry_object_inq_begin method is invoked to enumerate the object UUIDs on a name service entry. The MIDL syntax of the method is specified as follows.
void I_nsi_entry_object_inq_begin(
  [in] handle_t hrpcPrimaryLocatorHndl,
  [in] unsigned long EntryNameSyntax,
  [in] STRING_T EntryName,
  [out] NSI_NS_HANDLE_T* InqContext,
  [out] unsigned short* status
);
hrpcPrimaryLocatorHndl: An RPC server binding handle, as specified in [C706] Part 2, "Binding Handle". A client creates this handle by binding to the locator server using the UUID specified in section 1.9 and endpoint specified in section 2.1. A client can create the binding handle using the rpc_string_binding_compose and rpc_binding_from_string_binding APIs (as specified in [C706] the "rpc_string_binding_compose" section) or equivalent on the client system's implementation of RPC. When all operations using this handle are completed, use the equivalent of rpc_binding_free to free the handle resources.
EntryNameSyntax: An identifier that represents the syntax used for the entry_name parameter. The value MUST be RPC_C_NS_SYNTAX_DCE.
EntryName: A Unicode [UNICODE] string specifying the entry name of the name service entry, using the syntax identified by the entry_name_syntax parameter, as specified in section 2.2.2.
InqContext: On successful completion, returns a context handle for enumerating object UUID vectors by using the I_nsi_entry_object_inq_next method. This context handle MUST be closed by using the I_nsi_entry_object_inq_done method.
status: A 16-bit value that indicates the results of the method call. In case of success, the value will contain NSI_S_OK, or a nonzero value on failure. All failures MUST be treated identically as a failure of the whole enumeration process.
Return Values: This method does not return any values. RPC exceptions can be thrown from this method.
Server Operations
The server MUST first validate that the Entry Cache contains a server entry with an entry name equal to the value of the EntryName parameter. If a server entry exists, the server MUST set the value of the status parameter to 0 and create a new NSI_NS_HANDLE_T (section 2.2.3.5) and return it to the caller in the InqContext parameter.
If the Entry Cache does not contain a server entry with an entry name equal to the value of the EntryName parameter, the server MUST set the value of the status parameter to NSI_S_NO_MORE_BINDINGS (1). 
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_684ec84e53cb45a3b5b9ab0266d181b8][bookmark: _Toc483456950]I_nsi_entry_object_inq_next (Opnum 3)
The I_nsi_entry_object_inq_next method is invoked to continue an enumeration initiated by a previous call to the I_nsi_entry_object_inq_begin method. The MIDL syntax of the method is specified as follows.
void I_nsi_entry_object_inq_next(
  [in] handle_t hrpcPrimaryLocatorHndl,
  [in] NSI_NS_HANDLE_T InqContext,
  [out] NSI_UUID_VECTOR_P_T* uuid_vec,
  [out] unsigned short* status
);
hrpcPrimaryLocatorHndl: An RPC server binding handle, as specified in [C706] Part 2, "Binding Handle". A client creates this handle by binding to the locator server using the UUID specified in section 1.9 and endpoint specified in section 2.1. A client can create the binding handle using the rpc_string_binding_compose and rpc_binding_from_string_binding APIs (as specified in [C706] the "rpc_string_binding_compose" section) or equivalent on the client system's implementation of RPC. When all operations using this handle are completed, use the equivalent of rpc_binding_free to free the handle resources.
InqContext: A context handle returned by the server from a preceding call to the I_nsi_entry_object_inq_begin method.
uuid_vec: On successful completion, returns a vector of object UUIDs for the name service entry. The caller of this method is responsible for freeing any memory allocated for this parameter.
status: A 16-bit value that indicates the results of the method call. In case of success, the value will contain NSI_S_OK, or a nonzero value on failure. All failures MUST be treated identically as a failure of the continuation of the enumeration process.
Return Values: This method does not return any values. RPC exceptions can be thrown from this method.
Server Operations
The server MUST set the value of status to 0 (NSI_S_OK) and set the value of uuid_vec to a vector of object UUIDs for the name service entry specified by the InqContext parameter.
For a failed operation, if the name service entry specified by the InqContext parameter has no object UUIDs, the server MUST set the value of status to NSI_S_OK and set the value of uuid_vec to NULL.
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_9b99287206774d589b14780bccd6fad9][bookmark: _Toc483456951]I_nsi_entry_object_inq_done (Opnum 5)
The I_nsi_entry_object_inq_done method is invoked to free any resources associated with the context handle returned by a preceding call to the I_nsi_entry_object_inq_begin method. The MIDL syntax of the method is specified as follows.
void I_nsi_entry_object_inq_done(
  [in, out] NSI_NS_HANDLE_T* InqContext,
  [out] unsigned short* status
);
InqContext: A context handle returned by the server from a preceding I_nsi_entry_object_inq_begin call. On successful completion, this parameter MUST be set to NULL by the server and MUST NOT be modified on failure.
status: A 16-bit value that indicates the results of the method call. In case of success the value will contain NSI_S_OK, or a nonzero value on failure. All failures MUST be treated identically as a failure of the freeing of resources initiated by this method, but no further action is required by the caller.
Return Values: This method does not return any values. RPC exceptions can be thrown from this method.
Exceptions Thrown
No exceptions are thrown beyond those thrown by the underlying RPC protocol, as specified in [MS-RPCE].
[bookmark: section_beb3455661534d88af97463bd0dbe0b1][bookmark: _Toc483456952]Timer Events
No common timer events are applicable across all locator roles.
[bookmark: section_31a92ea2aa4d4fd4b7f4da95e47b9de4][bookmark: _Toc483456953]Other Local Events
No other local events are applicable across all locator roles.
[bookmark: section_d9fcb6e124e545e58627e3d6f5c30b66][bookmark: _Toc483456954]LocToLoc Server Locator Details
A server locator receives calls to export entries and, based on its mode, optionally responds to broadcast lookup requests.
For more information on Windows APIs that implement RPC name service functionality, see section 6.
[bookmark: section_0e5a2e7215b0427f98c752da389e734e][bookmark: _Toc483456955]Nondirectory Mode
In this mode, a server locator stores server entry information in a local nonpersistent cache and uses the cached information to respond to broadcast lookup requests. Only server entries are supported in this mode; profile and group entries are not supported.
[bookmark: section_a2233b9a4daf44f08a1ad0998fd16dae][bookmark: _Toc483456956]Abstract Data Model
Entry Cache: Each server locator MUST maintain a cache of its server entries and its associated object UUIDs, interface information, and entry creation time. This cache is used to respond to broadcast lookup requests. The server entries in the cache MUST be indexed as follows:
· By name of the server entry.
· By interface identifier of the interfaces exported in the server entry.
The size of the Entry Cache is bounded by host operating system memory constraints and the handlings of any failures that occur when that size is exceeded are explained in the context of each server method. (see section 3.2.1.4.1).
Maximum Expiration Age: Each server locator MUST maintain a local, unsigned, 32-bit numerical value that indicates the maximum age of a server entry in seconds. Maximum Expiration Age must be greater than 5 seconds, default to 300 seconds, and the upper bound is limited only by the size of the 32-bit numerical value.
[bookmark: section_119e05d23fd14ac4af75597c950d879d][bookmark: _Toc483456957]Timers
Entry Cache Cleanup Timer: This timer expires every 5 minutes (300) seconds.  The period of the Entry Cache Cleanup Timer is not configurable.
For each expiration of the timer, the server first determines the current time. The server MUST then examine all server entries in the Entry Cache and remove any server entries that were created Maximum Expiration Age seconds before the current time.
[bookmark: section_cf7d510df994483787dce5d46f532567][bookmark: _Toc483456958]Initialization
The Entry Cache MUST be initialized to an empty list that contains no server entries.
Maximum Expiration Age must be initialized to 300 seconds.
The server locator initializes the mailslot used to receive broadcast lookups (section 2.1) for name service entries and then starts listening on the mailslot for queries.
[bookmark: section_319b4d3c3ebb4e3b8d13cb26c4c350b0][bookmark: _Toc483456959]Higher-Layer Triggered Events
A higher-level protocol or application can invoke a higher-layer triggered event to modify server entries. Group and profile entries MUST NOT be supported in this mode.
When a server entry is modified by a higher-layer triggered event, the cached entry MUST be updated.
[bookmark: section_68854e8165bd43bd9af9ac2ef37fadc2][bookmark: _Toc483456960]Updating a Server Entry
Parameters:
· Bindings [in]: An array of one or more string bindings for this RPC interface. The string bindings can optionally contain endpoint information. The format is described in "String Bindings" in Part 2 of [C706].
· Interface Identifier [in]: A string that encodes the interface identifier and version of this RPC interface. This string MUST be as specified in RPC Syntax Identifier Attribute (section 2.2.5.1.3).
· Transfer Syntax [in]: A string that encodes the transfer syntax for this RPC interface; MUST be as specified in RPC Syntax Identifier Attribute (section 2.2.5.1.3).
· Action [in]: Indicates if the Server Entry is to be modified or deleted.
· Status [out]: Indicates to the caller if the Server Entry update was successful or if it failed with a specific status code.
In non-directory mode, the server updates its local Entry Cache when requested by a higher-level protocol.
If Action is set to delete the server entry, the server removes all entries in the Entry Cache with any of the bindings specified in the Bindings parameter.
If Action is set to modified, for each binding in the Bindings parameter, find the matching server entry in the Entry Cache. If no matching server entry is found, create a new server entry. For each found or created server entry, update the interface identifier and/or Transfer Syntax. 
The server can return the following status codes:
· RPC_S_OK: Indicates successful completion of modification or deletion of a Server Entry.
· RPC_S_OUT_OF_MEMORY: Indicates that the Server Entry could not be updated because of an out of memory condition.
· RPC_S_ENTRY_NOT_FOUND: Indicates that the Server Entry could not be located in the Entry Cache. This error is returned when Action is set to delete the server entry and the server entry cannot be found.
[bookmark: section_1a5138093e494df3bf68402553f63636][bookmark: _Toc483456961]Setting the Maximum Expiration Age
Parameters:
· Expiration Age [in]: An unsigned 32-bit value indicating the maximum expiration age, in seconds, of all server entries in the Entry Cache.
· Status [out]: Indicates to the caller if setting the maximum expiration age was successful or if it failed with a specific status code.
If Expiration Age is equal to zero or less than 5 seconds, the server MUST set Status to a nonzero value.
If Expiration Age is nonzero and greater than 5 seconds, the server MUST set Status to 0 and set the Maximum Expiration Age ADM element to the value of Expiration Age.
[bookmark: section_ce9061a28c4d4468a2d67973c442db48][bookmark: _Toc483456962]Message Processing Events and Sequencing Rules
When a broadcast lookup request for server entries is received, the following actions MUST be taken:
1. The server locator MUST read the computer name of the requester from the WkstaName field in the QueryPacket structure.
2. The server locator MUST extract the objectUUID, interfaceid, and entry_name information from the corresponding fields specified in the QueryPacket.
3. The server locator MUST locate interfaces exported to the server entries in the entry cache that match the request, as specified in the following items:
1. Entry name criterion: An entry name criterion MUST be treated as unspecified if the entry_name field is filled with zero bytes.
1. If the entry name is specified with a domain name part that does not match the NetBIOS domain name of the computer in a case-insensitive comparison, all cached entries MUST be treated as not matching the request's entry name criterion.
2. If the entry name is specified with no domain name part, any cached entry whose name matches the specified entry name in a case-insensitive comparison MUST be treated as matching the request's entry name criterion. All the interfaces exported to this entry MUST be treated as matching the request's entry name criterion.
3. If the entry name is unspecified, all cached entries MUST be treated as matching the request's entry name criterion. Any interface exported to any entry MUST be treated as matching the request's entry name criterion.
1. Interface identifier criterion: An interface identifier criterion MUST be treated as unspecified if the interface field in the QueryPacket is filled with zero bytes.
1. If the interface identifier is specified, any interfaces with a UUID that matches the QueryPacket interface identifier UUID MUST be treated as matching the request's interface identifier criterion. The interface version MUST be ignored for evaluating this criterion.
2. If the interface identifier is unspecified, all cached entries MUST be treated as matching the request's interface identifier criterion. Any interface exported to any entry MUST be treated as matching the request's interface identifier criterion.
1. The object UUID value MUST be ignored.
4. Interfaces that match both the entry name criteria and the interface identifier criteria MUST be treated as matching the request. If both the entry name and the interface identifier are unspecified, both the entry name criteria and the interface identifier criteria MUST be treated as matching the request and all server entries MUST be used to form the QueryReply structure.
5. Interfaces that do not match both the entry name criteria and the interface identifier criteria MUST be treated as matching no interfaces. Interfaces that meet only one of the criteria (for example, entry name is matched, but no interface identifier is specified) MUST be treated as matching no interfaces.
6. Interfaces with matching server entries MUST be used to form a QueryReply structure. If no interfaces are matched, the server MUST respond with a QueryReply structure with an empty ReplyBuffer.
[bookmark: section_dd6d82adfcc24a4a81ee2562773eb2a1][bookmark: _Toc483456963]Broadcast Lookup Response
The server locator MUST compose one or more QueryReply messages in response to the QueryPacket as follows:
1. Initialize the Domain field in the QueryReply structure with the NetBIOS domain name of the computer. If the computer is a non-domain-joined computer, the Domain field MUST be initialized to an empty string.
2. Form a sequence of ReplyBuffers. For each binding in a matching interface, the server locator initializes a ReplyBuffer structure.
1. The fpr field of the ReplyBuffer MUST be initialized as follows:
· fpr.type MUST be set to MailslotServiceEntryType. For more information, see section2.2.4.2.2.1.
· fpr.Interface and fpr.XferSyntx MUST be initialized, respectively, by the interface identifier and transfer syntax of matching interface.
· fpr.BindingLength MUST be set to the size (in characters, including the terminating null character) of the fpr.binding buffer.
· fpr.EntryNameLength MUST be set to the size (in characters, including the terminating null character) of the entryName field of the ReplyBuffer structure that contains this fixed_part_of_reply structure.
· The fpr.unused[1..5] fields MUST be initialized as noted in section 2.2.4.2.2.3.
2. The entryName field of the ReplyBuffer is initialized with the name of the server entry.
3. The objListSize field MUST be equal to the number of object UUIDs present in the objUUID array.
4. The objUUID field MUST be initialized with the list of object UUIDs exported to the server entry.
5. The binding field MUST be initialized with a null-terminated UNICODE string binding exported to the name service entry. The size (in characters) of this buffer, including the terminating null character, MUST be fpr.BindingLength.
3. The Buffer field in QueryReply MUST be filled with the sequence of the ReplyBuffer structures and MUST be terminated as specified in section 2.2.4.2.2.
4. If the QueryReply structure reached its maximum length, the server locator MUST queue the QueryReply structure for transmission and then initialize an additional QueryReply to hold any remaining reply buffers.
5. All the QueryReply structures composed MUST be sent individually to the requester specified in the QueryPacket.WkstaName over Remote Mailslot Protocol to the address \Mailslot\RpcLoc_c.
[bookmark: section_194ecb23b4224985bdddccf26abc84fc][bookmark: _Toc483456964]Timer Events
No timer events are applicable in this mode.
[bookmark: section_4c16e90316914d648d00c0627e66e63a][bookmark: _Toc483456965]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_7ec1f1c1ed524f9583598f91ab416e73][bookmark: _Toc483456966]Directory-Only Mode
In this mode, when a name service entry is exported, a persistent entry is created in Active Directory. Server, profile, and group entries are supported and corresponding objects are created in Active Directory by using the schema classes specified in section 1.3.3. In this mode, the server locator does not maintain any local cache of server entries and does not listen or respond to broadcast lookup requests.
[bookmark: section_64b9933dbbaf4ab997a2c802c5f1f934][bookmark: _Toc483456967]Abstract Data Model
Active Directory Entry Cache: Active Directory MUST be used as the store for a persistent representation of the name service entries, as specified in section 3.1.1.1.
[bookmark: section_59128ffbccc446feab3519c1e41dfea2][bookmark: _Toc483456968]Timers
No timers are required in this mode.
[bookmark: section_d5a3e73020a2403395e1249368032740][bookmark: _Toc483456969]Initialization
[bookmark: Appendix_A_Target_11]An implementation SHOULD cache a connection to Active Directory for optimization.<11> 
[bookmark: section_b0636fa3d4b147fa83513e480380f557][bookmark: _Toc483456970]Higher-Layer Triggered Events
A higher-level protocol or application can make a call to modify server, group, or profile entries.
When a name service entry is modified, the server locator MUST update the Active Directory of the computer's domain with the modification by using LDAP, as specified in [MS-ADTS]. This LDAP request MUST be made in the context of the security principal that originated the call into the RPC name service. Active Directory schema classes are specified in section 2.2.5.
[bookmark: section_de5cefa400ec4643b4db9d95c60a4deb][bookmark: _Toc483456971]Updating a Server Entry
Parameters:
· Server Entry [in]: An rpcServer class in Active Directory to be modified or deleted.
· Action [in]: Indicates if the Server Entry is to be modified or deleted.
· Status [out]: Indicates to the caller if the Server Entry update was successful or if it failed with a specific status code.
Server entries MUST be represented by using the rpcServer class in Active Directory. If Server Entry is set to NULL or not provided, the server MUST fail the method and return RPC_S_ENTRY_NOT_FOUND. When a server entry is modified by adding or removing an interface, interface binding, or an object UUID, the following actions MUST be taken:
The server MUST locate a writable domain controller for the domain in which the RPC locator server is joined, by invoking the DsrGetDcNameEx2 method on the local Netlogon server [MS-NRPC] and specifying the following parameters:
· ComputerName = NULL
· AccountName = NULL
· AllowableAccountControlBits = 0
· DomainName = NULL
· DomainGuid = NULL
· SiteName = NULL
· Flags = (DS_WRITABLE_FLAG | DS_DS_FLAG) ([MS-ADTS] (section 6.3.1.2)).
Upon success, the server uses the domain controller specified in the DomainControllerName field of the returned DomainControllerInfo parameter of the subsequent operations. If the DsrGetDcNameEx2 method fails, the server MUST fail this method and return the status code to the caller.
The server uses a default timeout value for LDAP operations, and no retries are required.
1. The server locator MUST form the entry FQDN from the Server Entry, as specified in section 3.1.1.1, and issue an LDAP query (see LDAP Operation Details, section 2.2.6) to read the corresponding Active Directory object ([MS-ADTS] section 3.1.1.4).
2. The server locator MUST create or modify the Active Directory object as follows:
1. If an Active Directory object exists with the entry FQDN, the server locator MUST verify that the object represents a server entry by verifying that the Active Directory object is of class rpcServer.
2. If the Active Directory object represents a server entry, and if the description attribute on the Active Directory object is Created Entry, the Active Directory object MUST be treated as an empty name service entry, as specified in section 3.2.2.4.4. The server locator MUST modify the description to an implementation-specific value other than Created Entry.
3. If no Active Directory object exists for the entry FQDN, the server locator MUST create a new Active Directory object of class rpcServer to represent the server entry.
Any error codes returned from procedures used to interact with Active Directory are returned to the caller.
3. The server locator MUST compare information in this RPC name service modification with the data already in Active Directory. If there are any differences, the server locator MUST modify the new or preexisting server entry as follows:
1. The server locator MUST update the object UUIDs of the server entry to match the data in the export.
2. The server locator MUST create or modify the corresponding child Active Directory object of type rpcServerElement (section 2.2.5.6) to update its interface information.
1. The server locator MUST generate the RDN attribute of the rpcServerElement as specified in section 2.2.5.6.
2. The server locator MUST modify the rpcNsBindings attribute with bindings in this export.
3. The server locator MUST modify the rpcNsInterfaceID attribute with the interface identifier and version.
4. The server locator MUST modify the rpcNsTransferSyntax attribute with the transfer syntax of the interface.
4. If the Action parameter indicates that the server entry is to be deleted, the server locator MUST delete the Active Directory object retrieved in step 1 above ([MS-ADTS] section 3.1.1.5.5 "Delete Operation"). If the Server Entry is not found, the server MUST return error RPC_S_ENTRY_NOT_FOUND.
[bookmark: section_32060d8375634a9aa76879dae52f902f][bookmark: _Toc483456972]Updating a Group Entry
Parameters:
· Group Entry [in]: An rpcGroup class in Active Directory to be modified or deleted.
· Action [in]: Indicates if the Group Entry is to be modified or deleted.
· Status [out]: Indicates to the caller if the group entry update was successful or if it failed with a specific status code.
Group entries MUST be represented by using the rpcGroup class in Active Directory. If Group Entry is set  to NULL or not provided, the server MUST fail the method and return RPC_S_ENTRY_NOT_FOUND.
When a group entry is modified by adding or removing a member, the following actions MUST be taken. 
The server MUST locate a writable domain controller for the domain in which the RPC locator server is joined by invoking the DsrGetDcNameEx2 method on the local Netlogon server [MS-NRPC] and specifying the following parameters:
· ComputerName = NULL
· AccountName = NULL
· AllowableAccountControlBits = 0
· DomainName = NULL
· DomainGuid = NULL
· SiteName = NULL
· Flags = (DS_WRITABLE_FLAG | DS_DS_FLAG) ([MS-ADTS] (section 6.3.1.2)).
Upon success, the server uses the domain controller specified in the DomainControllerName field of the returned DomainControllerInfo parameter of the subsequent operations. If the DsrGetDcNameEx2 method fails, the server MUST fail this method and return the status code to the caller.
The server uses a default timeout value for LDAP operations and no retries are required.
1. The server locator forms the entry FQDN, as specified in section 3.1.1.1, and issues an LDAP query to retrieve the corresponding Active Directory object ([MS-ADTS] section 3.1.1.4).
2. The server locator MUST create or modify the Active Directory object as follows:
1. If an Active Directory object exists with the entry FQDN, the server locator MUST verify that the Active Directory object represents a group entry by verifying that the Active Directory object is of class rpcGroup.
2. If the Active Directory object exists with the entry FQDN and is of class rpcServer, and if its description matches the string Created Entry, the Active Directory object MUST be treated as an empty name service entry, as specified in section 3.2.2.4.4. The Active Directory object MUST matches both criteria. The server locator MUST delete the Active Directory object and re-create an Active Directory object of class rpcGroup in its place. The server locator MUST change the description of the Active Directory object to something other than Created Entry.
3. If no Active Directory object exists for the entry FQDN, the server locator MUST create a new object of class rpcGroup to represent the group entry.
4. If an Active Directory object exists for the entry FQDN, but does not have class rpcGroup, the server locator MUST return RPC_S_ENTRY_TYPE_MISMATCH.
3. The server locator MUST compare information in this RPC name service modification with the data already in Active Directory. If there are any differences, the server locator MUST modify the new or preexisting group entry as follows: 
1. The server locator MUST update group members to include any represented in the rpcNsGroup attribute.
4. If the Action parameter indicates that the group entry is to be deleted, the server locator MUST delete the Active Directory object retrieved in step 1 earlier in this section ([MS-ADTS] section 3.1.1.5.5, Delete Operation). If the Group Entry is not found, the server MUST return error RPC_S_ENTRY_NOT_FOUND.
Any errors encountered from lower-level protocols (e.g., LDAP) are returned to the caller. If the operation is successful status code to the higher-layer protocol (RPC_S_OK). 
[bookmark: section_698aabc9d5414ccf9fde77312337de55][bookmark: _Toc483456973]Updating a Profile Entry
Parameters:
· Profile Entry [in]: An rpcProfile class in Active Directory to be modified or deleted.
· Action [in]: Indicates if the Profile Entry is to be modified or deleted.
· Status [out]: Indicates to the caller if the Profile Entry update was successful or if it failed with a specific status code.
Profile entries MUST be represented by using the rpcProfile class in Active Directory. If profile entry is set to NULL or not provided, the server MUST fail the method and return RPC_S_ENTRY_NOT_FOUND. When a profile entry is modified by adding or removing a profile element, the following actions MUST be taken:
The server MUST locate a writable domain controller for the domain in which the RPC locator server is joined by invoking the DsrGetDcNameEx2 method on the local Netlogon server [MS-NRPC] and specifying the following parameters:
· ComputerName = NULL
· AccountName = NULL
· AllowableAccountControlBits = 0
· DomainName = NULL
· DomainGuid = NULL
· SiteName = NULL
· Flags = (DS_WRITABLE_FLAG | DS_DS_FLAG) ([MS-ADTS] (section 6.3.1.2)).
Upon success, the server uses the domain controller specified in the DomainControllerName field of the returned DomainControllerInfo parameter for the subsequent operations. If the DsrGetDcNameEx2 method fails, the server MUST fail this method and return the status code to the caller.
The server uses a default timeout value for LDAP operations and no retries are required.
1. The server locator MUST form the entry FQDN, as specified in section 3.1.1.1, and issue an LDAP query (see LDAP Operation Details, section 2.2.6) to retrieve the corresponding Active Directory object. ([MS-ADTS] section 3.1.1.4).
2. The server locator MUST create or modify the Active Directory object as follows:
1. If an Active Directory object exists with the entry FQDN, the server locator MUST verify that the Active Directory object represents a profile entry by verifying that the Active Directory object is of class rpcProfile.
2. If the Active Directory object exists with the entry FQDN and is of class rpcServer, and if its description matches the string Created Entry, the object MUST be treated as an empty name service entry, as specified in section 3.2.2.4.4. The Active Directory object MUST match both criteria. The server locator MUST delete the Active Directory object and re-create an Active Directory object of class rpcProfile in its place. The server locator MUST change the description of the Active Directory object to something other than Created Entry.
3. If no Active Directory object exists for the entry FQDN, the server locator MUST create a new object of class rpcProfile to represent the Profile Entry.
4. If an Active Directory object exists for the entry FQDN, but does not have class rpcProfile, the server locator MUST return RPC_S_EBTRY_TYPE_MISMATCH.
3. The server locator MUST compare information in this RPC name service modification with the data already in Active Directory. If there are any differences, the server locator MUST modify the new or preexisting profile entry as follows: 
1. The server locator MUST generate the RDN attribute of the rpcProfileElement, as specified in section 2.2.5.7.
2. The rpcNsProfileEntry attribute MUST be initialized as a Reference Attribute referring to the name service entry referred to by this profile element, as a modified LDAP URL string referring to the name service entry's actual location in Active Directory.
3. The rpcNsInterfaceId, rpcNsPriority, and rpcNsAnnotation attributes MUST be replaced with the interface identifier, and Priority and Annotation properties of the profile entry, respectively.
4. The server locator MUST create or modify the corresponding child Active Directory object of type rpcProfileElement 2.2.5.7 to represent a profile element.
5. If the Action parameter indicates that the profile entry is to be deleted, the server locator MUST delete the Active Directory object retrieved in step 1 earlier in this section ([MS-ADTS] section 3.1.1.5.5, Delete Operation). If the Profile Entry is not found, the server MUST return error RPC_S_ENTRY_NOT_FOUND.
Any errors encountered while processing this event MUST be returned to the caller. If updating the profile entry is successful, the server returns a successful status code RPC_S_OK.
[bookmark: section_823bc66fc20d4348bade2c490fb06bcf][bookmark: _Toc483456974]Creating a New Entry
Parameters:
· Server Entry [in]: The name of the server, group, or profile entry to create. All entries are initially created as class rpcServer.
· Status [out]: Indicates to the caller if the server entry creation was successful or if it failed with a specific error code.
The server locator MUST take the following actions to create an Active Directory object representing a name service entry. 
The server MUST locate a writable domain controller for the domain in which the RPC locator server is joined by invoking the DsrGetDcNameEx2 method on the local Netlogon server [MS-NRPC] and specifying the following parameters:
· ComputerName = NULL
· AccountName = NULL
· AllowableAccountControlBits = 0
· DomainName = NULL
· DomainGuid = NULL
· SiteName = NULL
· Flags = (DS_WRITABLE_FLAG | DS_DS_FLAG) ([MS-ADTS] (section 6.3.1.2)).
Upon success, the server uses the domain controller specified in the DomainControllerName field of the returned DomainControllerInfo parameter for the subsequent operations. If the DsrGetDcNameEx2 method fails, the server MUST fail this method and return the status code to the caller.
The server uses a default timeout value for LDAP operations and no retries are required.
1. The server locator forms the entry FQDN for the Server Entry, as specified in section 3.1.1.1, and issues an LDAP query ([MS-ADTS] section 3.1.1.4).
2. If an Active Directory object exists with the entry FQDN, whether or not the object is class rpcServer, the server locator MUST make no further modifications and return the status RPC_S_ENTRY_ALREADY_EXISTS.
3. If no Active Directory object exists for the entry FQDN, the server locator MUST create a new object of class rpcServer to represent an empty name service entry. The server locator MUST update the description of the entry to be "Created Entry" ([MS-ADTS] section 3.1.1.5.2). If any LDAP errors are encountered creating the new object in Active Directory, they are returned to the caller in Status.
4. If the new object was successfully created with no LDAP or other errors, indicate success to the caller by returning RPC_S_OK.
[bookmark: section_ec57034961b94ef8b1aa596af8eac758][bookmark: _Toc483456975]Message Processing Events and Sequencing Rules
All message processing events and sequencing rules are as specified in section 3.2.2.4 in the context of processing higher-layer events.
[bookmark: section_2731df16fd2b4b9c92f4b2e75f73ef60][bookmark: _Toc483456976]Timer Events
No timer events are applicable in this mode.
[bookmark: section_33d879b93ff5452189c6f770cde2d263][bookmark: _Toc483456977]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_d736b0f9af264e24a16b53b8a65d445c][bookmark: _Toc483456978]Directory Mode
In directory mode, when a name service entry is exported, a persistent entry is created in Active Directory.
Server, group, and profile entries are supported and corresponding objects are created in Active Directory, as specified in section 1.3.3. In addition, in directory mode, the server locator stores server entry information in a nonpersistent cache and uses the cached information to respond to broadcast lookup requests.
[bookmark: section_85556a419fa84638a435d328bc16af61][bookmark: _Toc483456979]Abstract Data Model
The abstract data model is as specified in sections 3.2.1.1 and 3.2.2.1.
[bookmark: section_0672f4427be048b4aaeae850ce095a20][bookmark: _Toc483456980]Timers
No timers are required in this mode.
[bookmark: section_144765e894a84613aa35812a6a5595f4][bookmark: _Toc483456981]Initialization
The server locator initializes as specified in sections 3.2.1.3 and 3.2.2.3.
[bookmark: section_883403445d044ec698e5a1ce41278010][bookmark: _Toc483456982]Higher-Layer Triggered Events
A higher-level protocol or application can make a call to modify server, group, or profile entries.
When an entry is modified, the server locator MUST update the Active Directory store of the computer's domain with information, as specified in section 3.2.2.4.
[bookmark: section_710e4b5b11cd44be852e93613ddf072a][bookmark: _Toc483456983]Updating a Server Entry
Updating a server entry in Directory Mode has the same parameters as updating a server entry in Directory-Only mode (3.2.2.4.1) followed by a server operation to update the local Entry Cache.
The server locator MUST update the Entry Cache with information as specified in section 3.2.1.4.1 in the same manner as if the server were running in a non-directory mode. If the server encounters an out of memory or cache size limitation condition, it MUST return error RPC_S_OUT_OF_MEMORY to the caller.
[bookmark: section_73ffcef9a1b040f0ba9090fbe6c3f38b][bookmark: _Toc483456984]Updating a Group Entry
Updating a group entry in Directory Mode has the same parameters as updating a group entry in Directory-Only Mode (3.2.2.4.2). 
Group entries are not supported by the Entry Cache.
[bookmark: section_8bcf2828ef9b473994ae24236d75c5af][bookmark: _Toc483456985]Updating a Profile Entry
Updating a profile entry in Directory Mode has the same parameters as updating a profile entry in Directory-Only mode (section 3.2.2.4.3).
Profile entries are not supported by the Entry Cache.
[bookmark: section_35830605d1d2464fb8daba237657fcf0][bookmark: _Toc483456986]Message Processing Events and Sequencing Rules
When a broadcast lookup request for server entries is received, the server locator MUST respond, as specified in section 3.2.1.5.
Additional message processing events and sequencing rules are specified in section 3.2.2.5, in the context of processing higher-layer events.
[bookmark: section_ae6be35c9e8b45e8b559d7b164ea12bd][bookmark: _Toc483456987]Timer Events
No timer events are applicable in this mode.
[bookmark: section_01192d78f4314108a20b3f88eb2ecacb][bookmark: _Toc483456988]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_5cc24863009f4ad4880e69c8dde0b1db][bookmark: _Toc483456989]LocToLoc Client Locator Details
The client locator receives lookup requests from applications and higher-layer protocols and returns results from the RPC name service to the caller.
For details on Windows APIs that implement RPC name service functionality, see section 6.
[bookmark: section_63ae750a04ef4315b075f2147d3666ab][bookmark: _Toc483456990]Nondirectory Mode
In nondirectory mode, the client locator only supports the lookup of server entries; profile and group entries are not supported. When a request for lookup is received, the client locator MUST forward the request to the master locator and collect the results, if the results cannot be found in the cache.
[bookmark: section_cb68ff0e16234ddc80c9b0533b4745d4][bookmark: _Toc483456991]Abstract Data Model
Discovered Entries cache: The client locator SHOULD maintain a local cache of recently discovered server entries with its associated object UUIDs and interface information. Each server entry in the cache MUST also have the time stamp when it was added to the cache so that it can be removed if necessary. This value MUST also be used to calculate whether the name service entry has expired.
Master Locator cache: The client locator MUST maintain a list of master locators that can be used to forward the request.
[bookmark: section_c42ff78da143491abfff9f925f404365][bookmark: _Toc483456992]Timers
[bookmark: Appendix_A_Target_12]Master locator response timer: The client locator MUST use this timer to wait for responses to a master locator discovery request. This timer is started when the client locator sends a master locator discovery request.<12>
[bookmark: section_40e3d2d0435544e2989e46f97e0f67e0][bookmark: _Toc483456993]Initialization
The Discovered Entries cache MUST be initialized as empty.
Master Locator cache: On a domain-joined computer, the client locator MUST initialize with the list of locators running on the domain controllers for the computer's domain. Domain controllers can be discovered as specified in [MS-ADTS].
On a non-domain-joined computer, the client locator MUST initialize this list to an empty list.
[bookmark: section_45a153848c48450eb5088e3e35565482][bookmark: _Toc483456994]Higher-Layer Triggered Events
A higher-level protocol or application can make a call to look up information from a server entry. The call can do the following:
· Enumerate properties of a given server entry.
· Look up bindings with optional criteria specifying an interface identifier and its transfer syntax, object UUID, or entry_name, as supported by the implementation.
When a request is received, the client locator MUST take the following actions:
1. The client locator MUST look up in the Discovered Entries cache for entries that have not yet expired.
2. The client locator MUST forward the request to the master locator by using the LocToLoc RPC interface (section 3.1.4), if there was no matching entry cached, or if matching entries in the cache have expired. The client locator can optimize by first returning results from the discovered entries from the cache before forwarding the request to the master locator.
3. A non-domain-joined client locator MUST initiate a master locator discovery request if the master locator cache is empty (section 3.3.1.4.3). It can use any of the locators that responded to the request as the master locator to forward the lookup request.
4. [bookmark: Appendix_A_Target_13]The client locator MUST take the actions described in the following subsections to forward the request to the master locator (sections 3.3.1.4.1 and 3.3.1.4.2).<13>
[bookmark: section_063ce37e211947238108249f7c4beb8f][bookmark: _Toc483456995]Binding Lookup
1. The client locator MUST invoke the I_nsi_lookup_begin method with the following parameters:
1. If an entry name is specified in the request, the client locator MUST initialize the entry_name parameter with the entry name in the syntax specified by RPC_C_NS_SYNTAX_DCE, and the entry_name_syntax MUST be initialized to RPC_C_NS_SYNTAX_DCE. If the entry name is not specified in the request, this parameter MUST be set to NULL.
2. If an interface is specified in the request, the client locator MUST initialize the interfaceid parameter with the interface identifier and version information. If the interface is not specified in the request, this parameter MUST be set to NULL.
3. If a transfer syntax is specified for the interface specified in the request, the client locator MUST initialize the xfersyntax parameter with the transfer syntax identifier and version information. If a transfer syntax is not specified in the request, this parameter MUST be set to NULL.
4. If object UUIDs are specified in the request, the client locator MUST initialize the obj_uuid parameter with the object UUIDs specified in the request. If the object UUIDs are not specified in the request, this parameter MUST be set to NULL.
5. [bookmark: Appendix_A_Target_14]The client locator MUST initialize a value for the Binding_max_count as appropriate for the implementation.<14> 
6. [bookmark: Appendix_A_Target_15]The client locator MUST initialize a value for the MaxCacheAge based on the request.<15> 
2. The client locator MUST use the context handle received to enumerate results matching the criteria by invoking the I_nsi_lookup_next method with the context handle.
3. The client locator MUST invoke the I_nsi_lookup_done method with the context handle to free resources associated with the context handle.
[bookmark: section_09570f3b504347dc9606723cec5823b3][bookmark: _Toc483456996]Object UUID Lookup
1. The client locator MUST call the I_nsi_entry_object_inq_begin method with the following parameters:
1. The client locator MUST initialize the entry_name parameter with the entry name in the syntax specified by RPC_C_NS_SYNTAX_DCE, and the entry_name_syntax MUST be initialized to RPC_C_NS_SYNTAX_DCE.
2. [bookmark: Appendix_A_Target_16]The client locator MUST use the context handle received to enumerate object UUIDs by invoking the I_nsi_entry_object_inq_next method with the context handle.<16> 
3. The client locator MUST invoke the I_nsi_entry_object_inq_done method with the context handle to free resources associated with the context handle.
[bookmark: section_82ada6b027734b4482927053d164b8d7][bookmark: _Toc483456997]Master Locator Discovery
A non-domain-joined client locator MUST initiate a locator discovery process. To initiate this, the client locator MUST take the following actions:
1. The client locator MUST wait for any ongoing broadcast request to complete.
2. The client locator MUST form a QUERYLOCATOR structure and initialize in the RequesterName field with the NetBIOS name of the computer on which it is running.
3. The client locator MUST broadcast the resulting message request to all reachable computers as specified for master locator discovery in section 2.1.
4. The client locator MUST start the master locator response timer and initiate a wait for the response on the mailslot, as specified for master locator discovery in section 2.1.
1. Before the master locator response timer expires, the client locator MUST receive each valid response into a QUERYLOCATORREPLY structure.
5. On expiration of the master locator response timer, the client locator MUST stop processing responses.
6. The client locator MUST update the master locator cache with the SenderName field in all valid received QUERYLOCATORREPLY structures.
[bookmark: section_8885b8f387bc4db5834dcf2c58ac1316][bookmark: _Toc483456998]Message Processing Events and Sequencing Rules
All message processing events and sequencing rules are specified in section 3.3.1.4 in the context of processing higher-layer events.
[bookmark: section_aa4f81a4fdfa4e36ad5e65ee2ae44558][bookmark: _Toc483456999]Timer Events
On expiration of the master locator response timer, the client locator MUST stop processing responses to the master locator discovery request.
[bookmark: section_2d7090ad56874631bb28711dca9aa1ee][bookmark: _Toc483457000]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_68ee0bfaacfe49e3bd6ab074ea47e844][bookmark: _Toc483457001]Directory-Only Mode
In directory-only mode, the client locator supports the lookup of server, group, and profile entries. When a request for lookup is received, a lookup for the corresponding object is made in Active Directory.
[bookmark: section_1541553548514810a4c811fbbb495b20][bookmark: _Toc483457002]Abstract Data Model
There is no specific abstract data model in directory-only mode. Active Directory is used as the store for a persistent representation of the name service entries.
[bookmark: section_48dbd28d8482417fbd57c28e901c0ba8][bookmark: _Toc483457003]Timers
No timers are required in this mode.
[bookmark: section_969f5b6fea1741bb9d098b4169728d2e][bookmark: _Toc483457004]Initialization
[bookmark: Appendix_A_Target_17]An implementation SHOULD cache a connection to Active Directory for optimization.<17>
[bookmark: section_ac359af9f60c41fbaf9283f4512de342][bookmark: _Toc483457005]Higher-Layer Triggered Events
A higher-level protocol or application can make a call to look up information from a name service entry. The call can do the following:
· Look up server, group, or profile entries by specifying a specific entry name and enumerate the properties of any matching entries. These are processed as specified in section 3.3.2.4.1.
· Look up binding information for server entries. These lookups do not necessarily specify an entry name, but MAY contain optional criteria that specify the interface identifier and its transfer syntax, object UUID, or entry_name, as supported by the implementation. These are processed as specified in section 3.3.2.4.2.
The client locator looks up Active Directory for the name service entries specified in the lookup request in the context of the security principal who originated the call into the RPC name service. The enumerated matching objects are returned to the higher-layer protocol or application. Query processing is specified in the following sections.
[bookmark: section_9a15a734d6004425882061d943d974da][bookmark: _Toc483457006]Query with Entry Name
If the entry name is specified in the lookup, the following actions MUST be taken:
1. The client locator MUST form the entry FQDN, as specified in section 3.1.1.1, and issue an LDAP query (see LDAP Operation Details, section 2.2.6).
2. The client locator MUST check whether the Active Directory object is of class rpcServer, rpcGroup, or rpcProfile to determine whether it represents a name service entry of type server, group, or profile entry, respectively.
3. If the object is of class rpcServer or rpcProfile, the client locator MUST issue an LDAP query (see LDAP Operation Details, section 2.2.6) to look up child Active Directory objects representing the interfaces or profile elements associated with the name service entry.
4. If the Active Directory object is a group or profile entry, the client locator MUST perform one of the following additional actions:
· If the name service entry is a group entry, the client locator MUST issue LDAP queries (see LDAP Operation Details, section 2.2.6) to enumerate the name service entries that are members of the group. The entry FQDN is formed by concatenating the scheme (ldap:) to the LDAP URL strings in the rpcNsGroup attribute, as specified in section 2.2.5.1.2.
· [bookmark: Appendix_A_Target_18]If the name service entry is a profile entry, the client locator MUST issue LDAP queries (see LDAP Operation Details, section 2.2.6) to enumerate the name service entries that are referred to by the profile elements. The entry FQDN is formed by concatenating the scheme (ldap:) to the LDAP URL string in the rpcNsProfileEntry attribute, as specified in section 2.2.5.1.2.<18>
[bookmark: section_0d1e8fd1697242e99a6b75f086654d27][bookmark: _Toc483457007]Query Without Entry Name
If an entry name is not specified in a lookup operation, the client locator MUST treat it as a lookup of the binding information for server entries. Additionally, the higher-layer protocol or application MAY indicate, in an implementation-specific way, that the query is for the binding information for server entries. In this case, the following actions MUST be taken:
1. The client locator MUST issue a one-level LDAP query (see LDAP Operation Details section 2.2.6) under the RPC services container with one of the following queries:
· (& (objectClass = rpcServer) (rpcNsObjectID=<string object UUID>)) if an object UUID is specified in the request. The object UUID is encoded as the string representation of the object UUID, as specified in "Universal Unique Identifier" in [C706] Appendix A.
· (& (objectClass = rpcServer)) if no object UUID is specified in the request.
2. For each matching object returned from Active Directory, the client locator MUST enumerate all children to assemble a list of interfaces and their bindings exported in the server entry.
3. The request MAY specify additional criteria as listed in section 3.3.2.4. The client locator MUST perform further refinement of the search results returned from Active Directory to return binding information only from interfaces that match all the specified criteria. If no additional criteria are specified, the client locator MUST treat all returned Active Directory objects as matching.
[bookmark: section_cc787e503b4041259a14203459eeb907][bookmark: _Toc483457008]Message Processing Events and Sequencing Rules
All message processing events and sequencing rules are specified in section 3.3.2.4 in the context of processing higher-layer events.
[bookmark: section_b082cdca5efb4dc9ac530a83f360d181][bookmark: _Toc483457009]Timer Events
No timer events are applicable in this mode.
[bookmark: section_e3b4670ad35948abbea35200e07bcdc8][bookmark: _Toc483457010]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_b265805b46094087a8ebe583116a912c][bookmark: _Toc483457011]Directory Mode
In this mode, the client locator supports the lookup of server, group, or profile entries. When a request for lookup is received, the client locator does a lookup in Active Directory. If the name service entry is not found in Active Directory, the client locator forwards the request to a master locator. Note that since this mode is only valid on a domain-joined computer, none of the non-domain-joined behavior (including master locator discovery) is applicable in this mode.
[bookmark: section_de5e9e43402f454698e8495ecf3ef80d][bookmark: _Toc483457012]Abstract Data Model
The abstract data model is as specified in sections 3.3.1.1 and 3.3.2.1.
[bookmark: section_1a1f8798aad14b2eb439aba41e8a6027][bookmark: _Toc483457013]Timers
No timers are required in this mode.
[bookmark: section_1a4255e8754a4f4b822ecdba27e96b81][bookmark: _Toc483457014]Initialization
The client locator initializes as specified in section 3.3.1.3 for domain-joined computers.
[bookmark: section_c6c7ec546fe84902a3d768f2a5834323][bookmark: _Toc483457015]Higher-Layer Triggered Events
A higher-level protocol or an application can make a call to look up information from a name service entry. The call can do the following:
· Look up server, group, or profile entries, and enumerate their properties.
· Look up bindings with some optional criteria like object UUID or entry_name, as supported by the implementation.
[bookmark: section_b41322bc1e9d4502af25eae503770513][bookmark: _Toc483457016]Query with Entry Name
If the entry name is specified, the following actions MUST be taken:
1. The client locator MUST query Active Directory for the entry as specified in section 3.3.2.4.1.
2. If the entry is found in Active Directory, the client locator MUST return this information to the caller. The client locator MUST NOT forward the request to the master locator.
3. If the entry was not found in Active Directory, the client locator MUST forward the request to the master locator, as specified in section 3.3.1.4, as applicable to a domain-joined computer.
[bookmark: section_41069a880ca34513ab8332f24bca6acd][bookmark: _Toc483457017]Query Without Entry Name
If the entry name is not specified, the client locator MUST forward the request to the master locator (section 3.3.1.4) as applicable to a domain-joined computer.
[bookmark: section_18783cea9ee746ef8239d879e0fcb22e][bookmark: _Toc483457018]Message Processing Events and Sequencing Rules
All message processing events and sequencing rules are specified in sections 3.3.1.4 and 3.3.2.4 in the context of processing higher-layer events.
[bookmark: section_8ed5ead3d7d0404e81696be1dd9fd922][bookmark: _Toc483457019]Timer Events
No timer events are applicable in this mode.
[bookmark: section_745432c8140f4c3ba526e9ee263f4ffa][bookmark: _Toc483457020]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_cc851e2a90cc4f178c538e104e55d555][bookmark: _Toc483457021]LocToLoc Master Locator Details
A master locator facilitates communication between client locators and server locators. A master locator MUST listen for forwarded requests from client locators on the LocToLoc RPC interface (section 3.1.4), and it MUST broadcast the requests to reach any potential server locators. There can be multiple master locators, and different client locators can forward requests to different master locators. An implementation of a master locator SHOULD choose to cache the responses that it receives from server locators by implementing the Discovered Entries cache as specified in section 3.4.1.1.
[bookmark: section_1ea752b77eb14efaa7ba4463cf489405][bookmark: _Toc483457022]Nondirectory Mode
The master locator facilitates lookup of server entries from computers on which the server entry is not directly exported. Profile and group entries are not supported in this mode.
[bookmark: section_0cf8a463d30b4cedab508dc31a25d325][bookmark: _Toc483457023]Abstract Data Model
[bookmark: Appendix_A_Target_19]Discovered Entries cache: Each master locator MUST maintain a cache of server entries, and their associated object UUIDs, and interface information that has been received as a response to a broadcast lookup request. Each server entry MUST also have the time stamp when it was added to the cache so that it can be removed if necessary. This value MUST also be used to calculate whether the name service entry has expired. The master locator SHOULD use the cache entries that have not expired for a lookup request instead of broadcasting a broadcast lookup request.<19> 
[bookmark: Appendix_A_Target_20]Client Response cache: The master locator MUST maintain a cache of server entries that have been received as part of the broadcast but have not been enumerated by the client locator that invoked the method on the LocToLoc interface. This cache SHOULD be combined with the Discovered Entries cache.<20> 
[bookmark: section_ea06fac3003441e791c6d972ac05e13b][bookmark: _Toc483457024]Timers
[bookmark: Appendix_A_Target_21]Broadcast response timer: The master locator MUST use this timer to wait for messages in response to a broadcast lookup request. This timer is started when a broadcast lookup request is sent.<21> 
[bookmark: section_df9c695883834819924313a25f01ab4f][bookmark: _Toc483457025]Initialization
The master locator MUST initialize the Discovered Entries cache to an empty list.
[bookmark: Appendix_A_Target_22]The master locator SHOULD initialize the LocToLoc interface and begin listening for requests.<22>
The master locator MUST initialize the mailslot addresses (section 2.1) to:
· Receive responses to broadcast lookup request.
· Respond to master locator discovery requests.
[bookmark: section_b4b2472163c846149497327c0ff815ad][bookmark: _Toc483457026]Higher-Layer Triggered Events
No higher-layer triggered events are applicable in this mode.
[bookmark: section_107d6315c9f84febb2a8a64f58ba8a66][bookmark: _Toc483457027]Message Processing Events and Sequencing Rules
A master locator responds to the following:
· Lookup requests received on the LocToLoc RPC interface.
· Master locator discovery requests received.
· Ping Locator requests.
[bookmark: section_e17cae5839d645129f911c36e0bebd58][bookmark: _Toc483457028]Lookup Request
When a master locator receives a lookup request on the LocToLoc interface (section 3.1.4), the following actions MUST be taken:
1. The master locator MUST validate the parameters as follows: 
· entry_name_syntax:
· [bookmark: Appendix_A_Target_23]This parameter MUST be RPC_C_NS_SYNTAX_DCE.<23> 
· entry_name:
· The length of the parameter MUST NOT exceed the maximum length as specified in section 2.2.2.
· The name MUST match the syntax specified by the entry_name_syntax parameter as specified in section 2.2.2. The master locator MUST NOT validate the name field of the entry name to check for characters that are not allowed in an RDN.
· This parameter MUST NOT be NULL for an I_nsi_entry_object_inq_begin call on the LocToLoc interface.
· If parameter validation fails, processing MUST terminate, and the master locator SHOULD either return an error in response or raise an RPC exception.
2. [bookmark: Appendix_A_Target_24]The master locator MUST locate any unexpired server entries in the Discovered Entries cache that match the request, including the interfaceid, xfersyntax, and obj_uuid parameters. If a match is found, the master locator MUST ignore the match if it has been in the cache for longer than the time specified in the MaxCacheAge parameter in the I_nsi_lookup_begin call. If MaxCacheAge is not specified in the parameter, an appropriate default value SHOULD be used.<24> 
3. If no such entries are found, the master locator MUST initiate broadcast lookup and collect the responses as specified in section 3.4.1.5.1.1.
4. If the broadcast lookup is initiated to handle a lookup request made by invoking the I_nsi_lookup_begin method on LocToLoc interface, the master locator MUST compute compatible interfaces in the responses in the following manner:
1. If an interfaceid is specified, interfaces with the following properties MUST be considered compatible:
· Interface Identifier of the interface equals the value in the SyntaxGUID field in interfaceid parameter.
· Major version of the interface equals the SyntaxVersion.MajorVersion field in the interfaceid parameter.
· Minor version of the interface is greater than or equal to the SyntaxVersion.MinorVersion field in interfaceid parameter.
2. If a TransferSyntax is specified by the parameter xfersyntax, interfaces with the following properties MUST be considered compatible:
· TransferSyntax identifier of the interface equals the value in the SyntaxGUID field in xfersyntax parameter.
· Major version of the TransferSyntax of the interface equals the SyntaxVersion.MajorVersion field in the xfersyntax parameter.
· Minor version of the TransferSyntax of the interface is greater than or equal to the SyntaxVersion.MinorVersion field in xfersyntax parameter.
3. If an object UUID is specified by the parameter obj_uuid, interfaces that do not contain matching Object UUIDs MUST be considered incompatible.
5. The master locator MUST return binding information from the compatible interfaces to the callers of I_nsi_lookup_next.
6. The master locator MUST return all object UUID information from the matching entry to the callers of I_nsi_entry_object_inq_next in a single UUID vector.
7. The master locator creates an RPC context handle as specified in [C706] to identify the relevant entries in the client response cache as part of the processing for the I_nsi_lookup_begin or I_nsi_entry_object_begin calls. This context handle is returned to the client locator. The master locator MUST maintain entries in the client response cache until the client locator has finished enumerating through the results. The master locator MUST consider that a client locator has finished the enumeration if the following occur:
1. The client locator invokes the I_nsi_lookup_done or I_nsi_entry_object_inq_done method with the corresponding context handle.
2. A disconnect is detected by RPC as specified in section "Context Handle Rundown" in [C706] Part 3.
[bookmark: section_3424dcb2630b48609b6601a19f90ad66][bookmark: _Toc483457029]Broadcast Lookup
The master locator MUST initiate a broadcast lookup to look for entries exported to server locators on other computers. To initiate this, the master locator MUST take the following actions:
1. MUST wait for any ongoing broadcast lookup request to complete.
2. MUST initialize a QueryPacket structure as follows:
1. Initialize the WkstaName field in the structure with the NetBIOS name of the computer.
2. If the method called was I_nsi_lookup_begin, initialize the QueryPacket structure's Interface, Object, and EntryName fields with the interfaceid, obj_uuid, and entry_name parameters specified in the request, respectively. For any parameter not specified in the request, the corresponding QueryPacket field MUST be initialized to all zeros.
3. If the method called was I_nsi_entry_object_inq_begin, the master locator MUST initialize the QueryPacket structure's EntryName field with the entry_name parameter. The QueryPacket structure's interfaceid and obj_uuid field MUST be initialized to all zeros.
3. The QueryPacket structure MUST be broadcast to a destination chosen based on the entry name, as follows:
1. If the domainname component of entry name is absent in the entry_name parameter or if the entry_name is empty, the master locator MUST broadcast the request to all reachable computers on the network, as specified for broadcast lookup in section 2.1.
2. If the domainname component of entry name is present in the entry_name parameter, the master locator MUST broadcast the request to all computers in the domain represented by the domainname as specified for broadcast lookup in section 2.1.
4. The master locator MUST start the broadcast response timer and wait for responses, as specified for broadcast lookup in section 2.1.
5. While the broadcast response timer has not yet expired, the master locator MUST receive each valid response into a QueryReply structure.
6. The master locator MUST ignore any responses in which the domain field in the QueryReply structure does not match the NetBIOS domain name of the computer in a case-insensitive comparison.
7. The master locator MUST ignore the remaining reply buffers after an invalid reply buffer (section 2.2.4.2.2.2). A reply buffer MUST be considered invalid under the following conditions:
1. If the type field in the fixed_part_of_reply structure does not match MailslotServerEntryType(1).
2. If the length of the Unicode [UNICODE] string in entryName field is not equal to the field EntryNameLength in the fixed_part_of_reply structure.
3. If the entryName field does not match the syntax specified in section 2.2.2. The master locator MUST NOT do any validations on the name field of the entry name to check for characters that are not allowed in an RDN (section 2.2.2).
4. If the objListSize field exceeds the maximum length that can fit in the reply buffer.
5. If the length of the Binding field is not equal to the field BindingLength in the fixed_part_of_reply.
8. The master locator MUST update the Client Response cache and Discovered Entries cache with valid responses.
9. On expiration of the broadcast response timer, the master locator MUST stop processing responses.
[bookmark: section_724e21c88c8c498695e3440a35f901ae][bookmark: _Toc483457030]Master Locator Response
When a master locator discovery request is received, the following actions MUST be taken:
1. The master locator MUST read the computer name of the requester from the RequesterName field in the QUERYLOCATOR structure.
2. The master locator MUST initialize a QUERYLOCATORREPLY structure with the following values:
1. The Hint field in QUERYLOCATORREPLY MUST be initialized with REPLY_MASTER_LOCATOR.
2. [bookmark: Appendix_A_Target_25]The Uptime field in QUERYLOCATORREPLY MUST be initialized with the amount of time in seconds that the master locator has been running since startup.<25> 
3. The SenderName field in QUERYLOCATORREPLY MUST be initialized with the name of the computer.
3. The master locator MUST send the composed QUERYLOCATORREPLY structure to the requester over the Remote Mailslot Protocol with the computer name of the requestor, obtained in step 1, as the destination and "\Mailslot\Resp_c" as the address.
[bookmark: section_128c51d8ef794f43acc24b66d23108f9][bookmark: _Toc483457031]Master Locator Ping Response
When a master locator ping call is received, the following actions MUST be taken:
1. Return NSI_S_OK in the status value
[bookmark: section_499e8f24f31a46aa941747740b8453bf][bookmark: _Toc483457032]Timer Events
On expiration of the broadcast response timer, the master locator MUST stop accepting responses for the broadcast lookup request, as specified in section 3.4.1.5.1.1.
[bookmark: section_df97bd90dd344cde908566394b1312fc][bookmark: _Toc483457033]Other Local Events
No other local events are applicable in this mode.
[bookmark: section_5ab88a8d15654c0291d397b8c50034a5][bookmark: _Toc483457034]Directory Mode
In this mode, the master locator behaves in a manner identical to the specification in section 3.4.1.
[bookmark: section_8e01d167232f4464ad1b5fa8f9738f01][bookmark: _Toc483457035]Directory-Only Mode
In this mode, a locator MUST NOT act as a master locator.
[bookmark: section_94c031d85e034843be9910bdb1a622af][bookmark: _Toc483457036]Protocol Examples
[bookmark: section_5bebef47a3574d68adab18b77cfafa84][bookmark: _Toc483457037]Nondirectory Mode Operation
The following diagram shows an example of the protocol in which all client, server, and master locators are in nondirectory mode.
[image: Nondirectory mode]
Figure 3: Nondirectory mode
The sequence is described in the following steps:
1. The server exports its interface, and the server locator updates its cache. For more information, see section 3.2.1.4.
2. The client initiates a lookup by name.
3. The client locator forwards the request to the master locator. For more information, see section 3.3.1.4.
4. The master locator sends out a broadcast. For more information, see section 3.4.1.5.
5. The server locator responds to the broadcast. For more information, see section 3.2.1.5.
6. The master locator gets the information and returns it to the client locator. For more information, see section 3.4.1.5.
7. The client locator returns the lookup handle to the client process.
[bookmark: section_a6dafd84907a42c692622119cd10fca8][bookmark: _Toc483457038]Directory-Only Mode Operation
The following diagram shows an example of the protocol in which both client and server are in directory-only mode.
[image: Directory-only mode]
Figure 4: Directory-only mode
The sequence is described in the following steps:
1. The server exports the interface.
2.  The server locator exports the name service entry to Active Directory. For more information, see section 3.2.2.4.1.
3. The client initiates a lookup by name.
4. The client locator initiates a DS lookup and finds the name service entry. For more information, see section 3.3.2.4.1.
5. The client locator returns the lookup handle to the client process.
[bookmark: section_bec8ff6f31214e9c8425d555cb205c82][bookmark: _Toc483457039]Server in Nondirectory Mode and Client in Directory Mode
The following diagram shows an example of the protocol in which the client and master locators are running in directory mode, and the server locator is running in nondirectory mode.
[image: Directory mode]
Figure 5: Directory mode
The sequence is described in the following steps:
1. The server exports the interface, and the server locator updates to its local cache. For more information, see section 3.2.1.4.
2. The client initiates a lookup by name.
3. The client locator initiates a DS lookup and does not find the name service entry. For more information, see section 3.3.3.4.1.
4. The client locator forwards the request to the master locator. For more information, see section 3.3.3.4.1.
5. The master locator sends out a broadcast request. For more information, see section 3.4.1.5.
6. The server locator responds to the request. For more information, see section 3.2.1.5.
7. The master locator gets the information and returns it to the client locator. For more information, see section 3.4.1.5.
8. The client locator returns the lookup handle to the client process.
[bookmark: section_cf03550adb3a474789824618bae3c764][bookmark: _Toc483457040]Security
[bookmark: section_7a18d28fd7334bcaa4b46001456092a0][bookmark: _Toc483457041]Security Considerations for Implementers
Mailslots have no security on them. This MAY be disabled in directory-only mode, as specified in section 1.3.2.
Access control lists (ACLs) on the default RPC services container are specified in [MS-ADTS].
The LocToLoc interface uses the default security settings and does not register any security providers, as specified in [MS-RPCE] section 3.3.3.3.
[bookmark: section_db91e4868bdd4463ae0f0d8ae3827e8f][bookmark: _Toc483457042]Index of Security Parameters
	 Security parameter 
	 Section 

	Discussion of security on mailslots, default RPC containers, and the RPC interface
	Security Considerations for Implementers (section 5.1) 



[bookmark: section_17f647e654e24885a31fc585086f4783][bookmark: _Toc483457043]Appendix A: Full IDL
[bookmark: Appendix_A_Target_26]For ease of implementation, the following full Interface Definition Language (IDL) is provided, where "ms-dtyp.idl" is the IDL, as specified in [MS-DTYP] section 5<26>.
import "ms-dtyp.idl";

typedef struct _RPC_VERSION {
    unsigned short MajorVersion;
    unsigned short MinorVersion;
} RPC_VERSION;

typedef struct _RPC_SYNTAX_IDENTIFIER {
    GUID        SyntaxGUID;
    RPC_VERSION SyntaxVersion;
} RPC_SYNTAX_IDENTIFIER;

typedef [string, unique] wchar_t *STRING_T;

typedef [string] wchar_t *NSI_STRING_BINDING_T;

typedef [context_handle] void *NSI_NS_HANDLE_T;

typedef [unique] GUID *NSI_UUID_P_T;

typedef struct _NSI_BINDING_T {
    NSI_STRING_BINDING_T string;
    unsigned long   entry_name_syntax;
    STRING_T        entry_name;
} NSI_BINDING_T;

typedef struct _NSI_BINDING_VECTOR_T {
    unsigned long count;
    [size_is(count)] NSI_BINDING_T binding[*];
} NSI_BINDING_VECTOR_T;

typedef [unique] NSI_BINDING_VECTOR_T *NSI_BINDING_VECTOR_P_T;

typedef struct _NSI_UUID_VECTOR_T {
    unsigned long count;
    [size_is(count)] NSI_UUID_P_T uuid[*];
} NSI_UUID_VECTOR_T;

typedef [unique] NSI_UUID_VECTOR_T *NSI_UUID_VECTOR_P_T;


[
    uuid (e33c0cc4-0482-101a-bc0c-02608c6ba218),
    version (1.0),
    pointer_default (unique)
]
interface LocToLoc
{
    void I_nsi_lookup_begin(
        [in]        handle_t              hrpcPrimaryLocatorHndl,
        [in]        unsigned long         entry_name_syntax,
        [in]        STRING_T               entry_name,
        [in,unique] RPC_SYNTAX_IDENTIFIER *interfaceid,
        [in,unique] RPC_SYNTAX_IDENTIFIER *xfersyntax,
        [in]        NSI_UUID_P_T          obj_uuid,
        [in]        unsigned long         binding_max_count,
        [in]        unsigned long         MaxCacheAge,
        [out]       NSI_NS_HANDLE_T       *import_context,
        [out]       unsigned short        *status
    );

    void I_nsi_lookup_done(
        [in]     handle_t        hrpcPrimaryLocatorHndl,
        [in,out] NSI_NS_HANDLE_T *import_context,
        [out]    unsigned short  *status
    );

    void I_nsi_lookup_next(
        [in]  handle_t               hrpcPrimaryLocatorHndl,
        [in]  NSI_NS_HANDLE_T        import_context,
        [out] NSI_BINDING_VECTOR_P_T *binding_vector,
        [out] unsigned short         *status
    );

    void I_nsi_entry_object_inq_next(
        [in]  handle_t            hrpcPrimaryLocatorHndl,
        [in]  NSI_NS_HANDLE_T     InqContext,
        [out] NSI_UUID_VECTOR_P_T *uuid_vec,
        [out] unsigned short      *status
    );

    void I_nsi_ping_locator(
        [in]  handle_t      hLocatortoPing,
        [out] error_status_t *status
    );

    void I_nsi_entry_object_inq_done(
        [in,out] NSI_NS_HANDLE_T *InqContext,
        [out]    unsigned short  *status
    );

    void I_nsi_entry_object_inq_begin(
        [in]  handle_t        hrpcPrimaryLocatorHndl,
        [in]  unsigned long   EntryNameSyntax,
        [in]  STRING_T         EntryName,
        [out] NSI_NS_HANDLE_T *InqContext,
        [out] unsigned short  *status
    );
}

[bookmark: section_c3f4113b48f143959284ee937948047b][bookmark: _Toc483457044]Appendix B: Product Behavior
The information in this specification is applicable to the following Microsoft products or supplemental software. References to product versions include released service packs.
· Windows NT operating system
· Windows 2000 operating system
· Windows XP operating system
· Windows Server 2003 operating system
Exceptions, if any, are noted below. If a service pack or Quick Fix Engineering (QFE) number appears with the product version, behavior changed in that service pack or QFE. The new behavior also applies to subsequent service packs of the product unless otherwise specified. If a product edition appears with the product version, behavior is different in that product edition.
Unless otherwise specified, any statement of optional behavior in this specification that is prescribed using the terms "SHOULD" or "SHOULD NOT" implies product behavior in accordance with the SHOULD or SHOULD NOT prescription. Unless otherwise specified, the term "MAY" implies that the product does not follow the prescription.
<1> Section 1.7: The Windows NT 4.0 operating system version of this protocol always runs in nondirectory mode.
<2> Section 2.2.3.6: The Windows implementation of locator does not store endpoint information.
<3> Section 2.2.4.3.2: This value is unused by the receiver of this message.
<4> Section 2.2.5.1.1: Locator ignores the domain name if any is specified in the entry name.
<5> Section 3.1.3.1: The Windows NT 4.0 locator always runs in this mode.
<6> Section 3.1.3.1: By default, nameServiceFlags is not set in Active Directory.
<7> Section 3.1.3.2: On a non-domain-joined computer, the nonmaster locator discovers the master locator by issuing a master locator discovery query. In addition, locators also cache the sender of a broadcast lookup request as a master locator (see section 3.4.1.5.1). On a non-domain-joined computer, if none of the locators in its cache is accessible as determined by calling the I_nsi_ping_locator method on the target locator once, a nonmaster locator changes its role to be a master locator.
<8> Section 3.1.4.1: The master locator ignores this value if the entry_name is null or an empty string.
<9> Section 3.1.4.1: The locator assumes the default value of 100 if 0 is specified.
<10> Section 3.1.4.4: Windows XP, Windows Server 2003, Windows Vista operating system, Windows Server 2008 operating system and Windows Server 2008 R2 operating system always return NSI_S_OK.
<11> Section 3.2.2.3: The server locator establishes and caches a connection to Active Directory at startup.
<12> Section 3.3.1.2: This timer is initialized to 3 seconds and has a granularity of 1 msec. Each time a response is received, the current time-out period is halved and used as the new time-out period.
<13> Section 3.3.1.4: The client locator only forwards the request to the master locator if the request cannot be satisfied locally first by looking at the unexpired name service entries in the cache. The client locator only forwards the request to the master locator if the request cannot be satisfied locally first by looking at the unexpired name service entries in the cache.
<14> Section 3.3.1.4.1: Windows initializes this value to be the same as the value specified by the caller. If the caller has not specified a value, a default value of 100 is used.
<15> Section 3.3.1.4.1: Windows initializes this value to be the same as the value specified by the caller. If the caller has not specified a value, a default value of 7,200 is used.
<16> Section 3.3.1.4.2: Client locator invokes this method to retrieve all the object UUIDs associated with the name service entry.
<17> Section 3.3.2.3: The client locator initializes a connection to Active Directory when it starts.
<18> Section 3.3.2.4.1: The client locator eliminates cycles in this lookup by keeping track of the nodes visited by the search algorithm. The client locator performs the lookup of the referred entries only as needed.
<19> Section 3.4.1.1: The Master locator only broadcasts a lookup request once it has returned the results from the Discovered Entries cache (taking into account the cache expiration age specified by the caller) and if the last broadcast lookup request for the entry was made before the cache expiration time.
<20> Section 3.4.1.1: The Master locator updates the Discovered Entries cache with the information from Broadcast Lookup responses and uses the Discovered Entries cache to return results for subsequent enumerations by the client locators.
<21> Section 3.4.1.2: This timer is initialized to 3 seconds and has a granularity of 1 msec. Each time a response is received, the current time-out period is halved and used as the new time-out period.
<22> Section 3.4.1.3: The Windows implementation initializes the LocToLoc interface only after one of the name service function is invoked locally on the machine. An example of the name service functions is RpcNsBindingExport.
<23> Section 3.4.1.5.1: The master locator ignores this value if the entry_name is null or an empty string.
<24> Section 3.4.1.5.1: The master locator uses a default value of 7,200 seconds if a value of 0 is specified and no calls have been made to update the cache expiration value on the master locator.
<25> Section 3.4.1.5.2: This parameter wraps around in 136 years.
<26> Section 6: The Microsoft implementation of the OCSP admin interface has a CLSID whose value is { 0x6d5ad135, 0x1730, 0x4f19, { 0xa4, 0xeb, 0x3f, 0x78, 0xe7, 0xc9, 0x76, 0xbb}}.
[bookmark: section_581b3efdfd134e5b9f96230a1a4b689b][bookmark: _Toc483457045]Appendix C: API Mappings
The following table specifies mapping between APIs [C706] for RPC name service and corresponding APIs in Windows.
All APIs are as specified in [C706] section 3, RPC API Manual.
	 RPC name service APIs in [C706] 
	 Windows APIs 

	rpc_ns_binding_export
	RpcNsBindingExportA/
RpcNsBindingExportW

	rpc_ns_binding_import_begin
	RpcNsBindingImportBeginA/
RpcNsBindingImportBeginW

	rpc_ns_binding_import_done
	RpcNsBindingImportDone

	rpc_ns_binding_import_next
	RpcNsBindingImportNext

	rpc_ns_binding_inq_entry_name
	No equivalent API

	rpc_ns_binding_lookup_begin
	RpcNsBindingLookupBeginA/
RpcNsBindingLookupBeginW

	rpc_ns_binding_lookup_done
	RpcNsBindingLookupDone

	rpc_ns_binding_lookup_next
	RpcNsBindingLookupNext

	rpc_ns_binding_select
	RpcNsBindingSelect

	rpc_ns_binding_unexport
	RpcNsBindingUnexportA/
RpcNsBindingUnexportW

	rpc_ns_entry_expand_name
	RpcNsEntryExpandNameA/
RpcNsEntryExpandNameW

	rpc_ns_entry_inq_resolution
	No equivalent API

	rpc_ns_entry_object_inq_begin
	RpcNsEntryObjectInqBeginA/
RpcNsEntryObjectInqBeginW

	rpc_ns_entry_object_inq_done
	RpcNsEntryObjectInqDone

	rpc_ns_entry_object_inq_next
	RpcNsEntryObjectInqNext

	rpc_ns_group_delete
	RpcNsGroupDeleteA/
RpcNsGroupDeleteW

	rpc_ns_group_mbr_add
	RpcNsGroupMbrAddA/
RpcNsGroupMbrAddW

	rpc_ns_group_mbr_inq_begin
	RpcNsGroupMbrInqBeginA/
RpcNsGroupMbrInqBeginW

	rpc_ns_group_mbr_inq_done
	RpcNsGroupMbrInqDone

	rpc_ns_group_mbr_inq_next
	RpcNsGroupMbrInqNextA/
RpcNsGroupMbrInqNextW

	rpc_ns_group_mbr_remove
	RpcNsGroupMbrRemoveA/
RpcNsGroupMbrRemoveW

	rpc_ns_import_ctx_add_eval
	No equivalent API

	rpc_ns_mgmt_binding_unexport
	RpcNsMgmtBindingUnexportA/
RpcNsMgmtBindingUnexportW

	rpc_ns_mgmt_entry_create
	RpcNsMgmtEntryCreateA/
RpcNsMgmtEntryCreateW

	rpc_ns_mgmt_entry_delete
	RpcNsMgmtEntryDeleteA/
RpcNsMgmtEntryDeleteW

	rpc_ns_mgmt_entry_inq_if_ids
	RpcNsMgmtEntryInqIfIdsA/
RpcNsMgmtEntryInqIfIdsW

	rpc_ns_mgmt_free_codesets
	No equivalent API

	rpc_ns_mgmt_handle_set_exp_age
	RpcNsMgmtHandleSetExpAge

	rpc_ns_mgmt_inq_exp_age
	RpcNsMgmtInqExpAge

	rpc_ns_mgmt_read_codesets
	No equivalent API

	rpc_ns_mgmt_remove_attribute
	No equivalent API

	rpc_ns_mgmt_set_attribute
	No equivalent API

	rpc_ns_mgmt_set_exp_age
	RpcNsMgmtSetExpAge
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