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# Introduction

This document specifies the use of HTTP or HTTPS as a transport for the [**Remote Procedure Call (RPC)**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) Protocol, as specified in [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) and extended as specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf). The specification builds upon and relies heavily upon the [C706] and [MS-RPCE] specifications, and readers must be familiar with their terms and concepts.

The Remote Procedure Call (RPC) over HTTP Protocol tunnels RPC network traffic from an [**RPC client**](#gt_e5a7be6b-98db-4e8d-8116-5893f43ab48b) to an [**RPC server**](#gt_ae65dac0-cd24-4e83-a946-6d1097b71553) through a network agent referred to as an [**RPC over HTTP proxy**](#gt_75ab1aea-8118-45f1-9405-91aecef1db57). The protocol is applicable to network topologies where the use of an HTTP-based or HTTPS-based transport is necessary—for example, to traverse an application firewall—and the application or computer systems communicating over the topology require the use of the RPC Protocol.

Sections 1.8, 2, and 3 of this specification are normative and can contain the terms MAY, SHOULD, MUST, MUST NOT, and SHOULD NOT as defined in [[RFC2119]](http://go.microsoft.com/fwlink/?LinkId=90317). Sections 1.5 and 1.9 are also normative but do not contain those terms. All other sections and examples in this specification are informative.

## Glossary

The following terms are specific to this document:

**Augmented Backus-Naur Form (ABNF)**: A modified version of Backus-Naur Form (BNF), commonly used by Internet specifications. ABNF notation balances compactness and simplicity with reasonable representational power. ABNF differs from standard BNF in its definitions and uses of naming rules, repetition, alternatives, order-independence, and value ranges. For more information, see [[RFC5234]](http://go.microsoft.com/fwlink/?LinkId=123096).

**base64 encoding**: A binary-to-text encoding scheme whereby an arbitrary sequence of bytes is converted to a sequence of printable ASCII characters, as described in [[RFC4648]](http://go.microsoft.com/fwlink/?LinkId=90487).

**binary large object (BLOB)**: A discrete packet of data that is stored in a database and is treated as a sequence of uninterpreted bytes.

**certificate**: A certificate is a collection of attributes (1) and extensions that can be stored persistently. The set of attributes in a certificate can vary depending on the intended usage of the certificate. A certificate securely binds a public key to the entity that holds the corresponding private key. A certificate is commonly used for authentication (2) and secure exchange of information on open networks, such as the Internet, extranets, and intranets. Certificates are digitally signed by the issuing certification authority (CA) and can be issued for a user, a computer, or a service. The most widely accepted format for certificates is defined by the ITU-T X.509 version 3 international standards. For more information about attributes and extensions, see [[RFC3280]](http://go.microsoft.com/fwlink/?LinkId=90414) and [[X509]](http://go.microsoft.com/fwlink/?LinkId=90590) sections 7 and 8.

**channel lifetime**: The maximum content length of an IN channel or OUT channel (in bytes).

**channel recycling**: The set of mechanisms involved in closing an open IN or OUT channel N and opening a new IN or OUT channel N+1. The opening and subsequent closing occur as part of the sequence of channels forming a virtual IN or OUT channel.

**client**: A computer on which the [**remote procedure call (RPC) client**](#gt_e5a7be6b-98db-4e8d-8116-5893f43ab48b) is executing.

**dynamic endpoint**: A network-specific server address that is requested and assigned at run time. For more information, see [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824).

**echo request**: A message sent to an inbound proxy or outbound proxy in order to elicit a response.

**echo response**: A message sent by an inbound proxy or outbound proxy in response to an echo request.

**endpoint**: A network-specific address of a [**remote procedure call (RPC) server**](#gt_ae65dac0-cd24-4e83-a946-6d1097b71553) process for remote procedure calls. The actual name and type of the endpoint depends on the [**RPC**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) protocol sequence that is being used. For example, for RPC over TCP (RPC Protocol Sequence ncacn\_ip\_tcp), an endpoint might be TCP port 1025. For RPC over Server Message Block (RPC Protocol Sequence ncacn\_np), an endpoint might be the name of a named pipe. For more information, see [C706].

**expire**: A process in which an object, such as an external data connection, becomes invalid because its allotted time period has ended.

**HTTP client**: A program that establishes connections for the purpose of sending requests, as specified in [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372).

**HTTP proxy**: An intermediary program that acts as both a server and a client for the purpose of making requests on behalf of other clients. For more information, see [RFC2616].

**HTTP server**: An application that accepts connections in order to service requests by sending back responses. For more information, see [RFC2616].

**IN channel**: An inbound HTTP request or an inbound TCP/IP connection between two network nodes acting in one of the roles defined by this protocol. An IN channel is independent from the underlying transport and can be based on an HTTP or HTTPS request or on a TCP connection.

**IN channel recycling**: The set of mechanisms involved in closing an open IN channel N and opening a new IN channel N+1. The opening and subsequent closing occur as part of the sequence of channels forming a virtual [**IN channel**](#gt_16adac7c-4622-4781-96f7-463e8dd1e989).

**inbound**: The network traffic flowing from the [**client**](#gt_60e0e1fa-66fe-41e1-b5e3-ceab97e53506) to the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703).

**inbound proxy**: A network node that acts as an RPC over HTTP proxy for inbound traffic between an RPC [**client**](#gt_60e0e1fa-66fe-41e1-b5e3-ceab97e53506) and an RPC server.

**Internet host name**: The name of a host as defined in [[RFC1123]](http://go.microsoft.com/fwlink/?LinkId=90268) section 2.1, with the extensions described in [[MS-HNDS]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-HNDS%5D.pdf).

**little-endian**: Multiple-byte values that are byte-ordered with the least significant byte stored in the memory location with the lowest address.

**mixed proxy**: A network node that acts as a proxy for both inbound and outbound traffic between a client and a server.

**OUT channel**: An outbound HTTP response or an outbound TCP/IP connection between two network nodes acting in one of the roles defined by a protocol. An OUT channel is independent from the underlying transport and can be based on an HTTP or HTTPS response or on a TCP connection.

**OUT channel recycling**: The set of mechanisms involved in closing an open OUT channel N and opening a new OUT channel N+1. The opening and subsequent closing occur as part of the sequence of channels forming a virtual OUT channel.

**outbound**: Network traffic flowing from the server to the client.

**outbound proxy**: A network node that acts as an RPC over HTTP proxy for outbound traffic between an RPC client and an RPC server.

**PDU stream**: An ordered sequence of [**RPC**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) and RPC over HTTP protocol data units.

**plugged channel mode**: A channel mode in which an IN channel or OUT channel instance queues [**protocol data units (PDUs)**](#gt_34715e6f-1612-4b2d-a4bb-3305c56e96f5) instead of sending them immediately.

**predecessor channel**: In the context of IN channel recycling or OUT channel recycling, the previous IN channel or OUT channel (–1 where N is the reference point) in the sequence of channels forming a virtual IN channel or virtual OUT channel.

**predecessor inbound proxy**: An inbound proxy to which a predecessor channel was established.

**predecessor outbound proxy**: An outbound proxy to which a predecessor channel was established.

**protocol data unit (PDU)**: Information that is delivered as a unit among peer entities of a network and that may contain control information, address information, or data. For more information on remote procedure call (RPC)-specific PDUs, see [C706] section 12.

**protocol dialect**: A protocol version that is distinct and non-interoperable from other protocol versions from the same group of related protocols.

**proxy**: A network node that accepts network traffic originating from one network agent and transmits it to another network agent.

**receive window**: The amount of memory that a recipient of network traffic has committed to queuing [**protocol data units (PDUs)**](#gt_34715e6f-1612-4b2d-a4bb-3305c56e96f5) that it cannot process immediately.

**remote procedure call (RPC)**: A context-dependent term commonly overloaded with three meanings. Note that much of the industry literature concerning RPC technologies uses this term interchangeably for any of the three meanings. Following are the three definitions: (\*) The runtime environment providing remote procedure call facilities. The preferred usage for this meaning is "RPC runtime". (\*) The pattern of request and response message exchange between two parties (typically, a client and a server). The preferred usage for this meaning is "RPC exchange". (\*) A single message from an exchange as defined in the previous definition. The preferred usage for this term is "RPC message". For more information about RPC, see [C706].

**replacement channel**: An IN channel or OUT channel other than the first in the sequence of IN channels or OUT channels that constitute a virtual IN channel or virtual OUT channel.

**Request to Send (RTS) cookie**: A 16-byte cryptographically strong random number exchanged between parties in a remote procedure call (RPC) over HTTP protocol sequence. An RTS cookie has the same uniqueness requirements as a UUID, and implementations can use a UUID as the RTS cookie. An RTS cookie is used to reference virtual connections, IN channels, OUT channels, and other protocol entities.

**Request to Send (RTS) Protocol Data Unit (PDU)**: A [**PDU**](#gt_34715e6f-1612-4b2d-a4bb-3305c56e96f5) that is used to control communication settings on an IN channel or OUT channel, virtual IN channel or virtual OUT channel, or virtual connection.

**RPC client**: A computer on the network that sends messages using remote procedure call (RPC) as its transport, waits for responses, and is the initiator in an RPC exchange.

**RPC over HTTP proxy**: A mixed proxy, inbound proxy, or outbound proxy.

**RPC PDU**: A protocol data unit (PDU) originating in the remote procedure call (RPC) runtime. For more information on RPC PDUs, see [C706] section 12 and [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 2.

**RPC protocol sequence**: A character string that represents a valid combination of a [**remote procedure call (RPC)**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) protocol, a network layer protocol, and a transport layer protocol, as described in [C706] and [MS-RPCE].

**RPC server**: A computer on the network that waits for messages, processes them when they arrive, and sends responses using RPC as its transport acts as the responder during a remote procedure call (RPC) exchange.

**RPC transport**: The underlying network services used by the remote procedure call (RPC) runtime for communications between network nodes. For more information, see [C706] section 2.

**server**: A computer on which the [**remote procedure call (RPC)**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) server is executing.

**successor channel**: In the context of IN channel recycling or OUT channel recycling, the next IN channel or OUT channel in the sequence of channels forming a virtual IN channel or virtual OUT channel (N+1 where N represents the reference point in the sequence).

**successor inbound proxy**: An inbound proxy to which a successor channel is established.

**successor outbound proxy**: An outbound proxy to which a successor channel is established.

**Uniform Resource Identifier (URI)**: A string that identifies a resource. The URI is an addressing mechanism defined in Internet Engineering Task Force (IETF) Uniform Resource Identifier (URI): Generic Syntax [[RFC3986]](http://go.microsoft.com/fwlink/?LinkId=90453).

**universally unique identifier (UUID)**: A 128-bit value. UUIDs can be used for multiple purposes, from tagging objects with an extremely short lifetime, to reliably identifying very persistent objects in cross-process communication such as client and server interfaces, manager entry-point vectors, and [**RPC**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) objects. UUIDs are highly likely to be unique. UUIDs are also known as globally unique identifiers (GUIDs) and these terms are used interchangeably in the Microsoft protocol technical documents (TDs). Interchanging the usage of these terms does not imply or require a specific algorithm or mechanism to generate the UUID. Specifically, the use of this term does not imply or require that the algorithms described in [[RFC4122]](http://go.microsoft.com/fwlink/?LinkId=90460) or [C706] must be used for generating the UUID.

**unplug a channel**: To switch a channel from plugged channel mode to unplugged channel mode.

**unplugged channel mode**: A channel mode in which an IN channel or OUT channel instance sends [**protocol data units (PDUs)**](#gt_34715e6f-1612-4b2d-a4bb-3305c56e96f5) immediately instead of queuing them. This is the default mode for channels.

**virtual connection**: A pair consisting of one virtual IN channel and one virtual OUT channel between the same remote procedure call (RPC) client and RPC server that provides full-duplex, reliable, in-order, at-most-once delivery communication capabilities.

**virtual IN channel**: A communication session between a [**remote procedure call (RPC)**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) client and an [**RPC**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) server that can span multiple IN channels. When the communication session spans multiple IN channels, the IN channels are sequentially ordered in time with partial overlap in time between channel N and channel N+1 in the sequence. A virtual IN channel provides half-duplex, RPC client-to-RPC server, reliable, in-order, at-most-once delivery communication capabilities.

**virtual OUT channel**: A communication session between a [**remote procedure call (RPC)**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) client and an [**RPC**](#gt_8a7f6700-8311-45bc-af10-82e10accd331) server that can span multiple OUT channels. When the communication session spans multiple OUT channels, the OUT channels are sequentially ordered in time with partial overlap in time between channel N and channel N+1 in the sequence. A virtual OUT channel provides half-duplex, RPC server-to-RPC client, reliable, in-order, at-most-once delivery communication capabilities.

**well-known endpoint**: A preassigned, network-specific, stable address for a particular client/server instance. For more information, see [C706].

**MAY, SHOULD, MUST, SHOULD NOT, MUST NOT:** These terms (in all caps) are used as defined in [[RFC2119]](http://go.microsoft.com/fwlink/?LinkId=90317). All statements of optional behavior use either MAY, SHOULD, or SHOULD NOT.
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## Overview

The following three sections present an overview of the following:

* The provisions in the RPC over HTTP Protocol that enable the use of HTTP as a transport.
* The roles and dialects comprising the RPC over HTTP Protocol.
* The encoding of RPC [**protocol data units (PDUs)**](#gt_34715e6f-1612-4b2d-a4bb-3305c56e96f5) within HTTP requests and responses.

### Extensions to HTTP Functionality

Each connection-oriented transport must meet the requirements specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 2.1.1. The RPC over HTTP Protocol incorporates the following provisions to meet those requirements using HTTP [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372):

* Duplex communications using virtual channels.
* Stream semantics through incrementally sending contents from the message body.
* Unlimited data stream using a sequence of HTTP requests or HTTP responses instead of using chunked transfer encoding ([RFC2616] section 3.6.1).

### Roles and Dialects

The RPC over HTTP Protocol defines the role of an RPC over HTTP proxy that may be deployed to relay network traffic between a [**client**](#gt_60e0e1fa-66fe-41e1-b5e3-ceab97e53506) and a [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) residing on networks separated by a firewall through which HTTP or HTTPS traffic is permitted to flow.

RPC over HTTP Protocol has two main [**protocol dialects**](#gt_4a2d7980-9ffe-4986-869a-5e96532fe348): [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) and [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3). Different roles are defined for each dialect.

RPC over HTTP v1 defines the roles of a client, a server, and an RPC over HTTP proxy, called a [**mixed proxy**](#gt_5f1675c7-6264-4b24-8a74-353a42b1b11e) in this specification. The following diagram shows the different roles and their relationships.



Figure : RPC over HTTP v1 roles

RPC over HTTP v2 works in a more complex topology and defines the roles of a client, a server, an [**inbound**](#gt_e7ca3547-a149-4900-b2c2-ea676bfad1c7) RPC over HTTP proxy, and an [**outbound**](#gt_7602fec3-e7b7-4525-a6a2-7a1d653c5306) RPC over HTTP proxy. RPC over HTTP v2 proxies do not have fixed roles. They can act as inbound or outbound proxies depending on the protocol sequence in which they participate. The following diagram shows the different roles and their interactions.



Figure : RPC over HTTP v2 roles

The roles defined herein are preserved even when the [**inbound proxy**](#gt_eae3b723-c8d0-48d2-8458-a6805cbfb6a6) and [**outbound proxy**](#gt_2642fbad-fbd9-4394-b7aa-e4e2484ad8c0) roles run on the same network node. However, this protocol does not assume that the inbound proxy and outbound proxy reside on the same network node. Load balancing and clustering technologies, among others, may cause the inbound proxy and outbound proxy to run on different network nodes.[<1>](#Appendix_A_1)

An RPC over HTTP proxy that only supports RPC over HTTP v2 cannot interoperate with an RPC over HTTP v1 client or an RPC over HTTP v1 server.

The differences between RPC over HTTP v1 and v2 fall into three main categories, based on the following:

* The RPC over HTTP PDUs and RPC over HTTP PDUs' location
* The [**proxy**](#gt_2b529701-3e64-4bf8-97ec-15afbba18b73) roles
* The mapping of RPC and RPC over HTTP PDUs to HTTP requests

**Note**  In the figure above, the arrows indicate direction in which the PDU flow through the various roles.

### HTTP Proxy Use

In certain network topologies, the connection from the client to an RPC over HTTP proxy has to go through an [**HTTP proxy**](#gt_2f3c5155-c3f7-452e-8677-8368a58ae207). Thus before establishing a connection to the RPC over HTTP proxy, the client is required to determine whether a HTTP proxy is required to be used.

To do this determination, the client tries sending a message both with and without using an HTTP proxy. If it gets a response without using an HTTP proxy, then it does not use the HTTP proxy for subsequent communication. If it gets a response only by using an HTTP proxy, then it uses the HTTP proxy for subsequent communication.

### High-Level Overview

The RPC Protocol transmits RPC PDUs between RPC clients and RPC servers. At a very high level, this protocol functions as an [**RPC transport**](#gt_c2eeb200-3cd0-4916-966e-d7d6bff1737a) and relays (tunnels) these PDUs to the server using HTTP (or HTTPS) and TCP/IP as specified in section [1.4](#Section_db1fc8faf2d74085bdf229e8c9dfd2e5).

The RPC over HTTP Protocol takes an [**RPC PDU**](#gt_3a50125b-09a6-4d83-accd-ae19bbfd5892) that is generated [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) and extended [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) on either an RPC client or an RPC server and transfers it to the other side, to the RPC server for the RPC client and to the RPC client for the RPC server, using a network agent called an RPC over HTTP proxy. All traffic has to go through an RPC over HTTP proxy.

The most common deployment configuration, even though it is not a requirement for this protocol, is for the client to be separated from the RPC over HTTP proxy by a wide area network (WAN) such as the Internet where the network traffic for this protocol travels over HTTP or HTTPS. The RPC over HTTP proxy and the RPC server are usually connected through a local area network (LAN) where the network traffic for this protocol travels over TCP/IP.

The RPC PDUs are conceptually viewed by the RPC over HTTP Protocol as an ordered sequence or stream of PDUs that can travel from RPC client to RPC server or from RPC server to RPC client. This protocol does not modify or consume RPC PDUs. The only exception to this rule is when using HTTPS and [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3). In this case, RPC PDUs will be encrypted at the [**HTTP client**](#gt_52859046-e375-4c28-9e87-bc5af82b4c2e) and decrypted at the inbound or outbound proxy when traveling between an HTTP client and an inbound proxy or outbound proxy.

The RPC over HTTP Protocol inserts its own PDUs into the RPC [**PDU stream**](#gt_d8ab7b45-27d6-4696-9511-4262a5a67ced) and routes the resulting stream of PDUs over HTTP requests and responses or TCP/IP connections as defined throughout this specification. Using [**Augmented Backus-Naur Form (ABNF)**](#gt_24ddbbb4-b79e-4419-96ec-0fdd229c9ebf) notation [[RFC5234]](http://go.microsoft.com/fwlink/?LinkId=123096), the definition of the resulting stream of RPC and RPC over HTTP PDUs outside the protocol sequences specified in section [3](#Section_c99b32c5d9d5475dacd53417f8b5bba3) of this specification is as follows.

1\*((1\*(RPC over HTTP PDU))\*(RPC PDU))

The following diagram illustrates this definition.



Figure : RPC over HTTP PDU stream

An example PDU stream is provided in section [4.1](#Section_67ac810cf8b3403b95b861b270896745).

In addition to specifying how the PDUs are ordered and mapped to the underlying transport, the RPC over HTTP v2 dialect of this protocol specifies the following:

* How an implementation must map an unbounded number of PDUs from a stream onto a number of HTTP requests and responses, each of which is bounded by its content length. This is done through a process called [**channel recycling**](#gt_71a139da-37fe-4d03-9275-dd7d5ccd179e), specified in section [3.2](#Section_d49bfc931e8c4741ba4956067e56314b).
* How an implementation should prevent HTTP requests and responses that are used by the RPC over HTTP Protocol from being timed out as idle by network agents. This is done by sending PDUs in a process called pinging, as specified in section 3.2. The same pinging process is used to detect whether the other party is still running and reachable through the network.

## Relationship to Other Protocols

The RPC over HTTP Protocol is used in conjunction with the Remote Procedure Call (RPC) Protocol Extensions, as specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) and relies on HTTP 1.0 and keep-alive connections from HTTP 1.1 [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372). It also relies on HTTPS [[RFC2818]](http://go.microsoft.com/fwlink/?LinkId=90383) for data protection services. The following diagram illustrates the protocol layering for this protocol on the client.



Figure : Protocol layering on the client

For RPC over HTTP, the mixed, inbound, and outbound proxies use the protocol layering shown in the following diagram for their client-facing part.



Figure : Protocol layering on client-facing proxy

For the server-facing part of the mixed, inbound, and outbound proxy, the protocol layering is as shown in the following diagram.



Figure : Protocol layering on server-facing proxy

The server uses the protocol layering shown in the following diagram.



Figure : Protocol layering on server

A consequence of this protocol layering is that an RPC client using RPC over TCP (ncacn\_ip\_tcp) predecessor [**RPC protocol sequence**](#gt_0c171cc7-e9c4-41b6-95a9-536db0042c7a) cannot interoperate with an RPC server using RPC over HTTP (ncacn\_http) RPC protocol sequence and vice versa.

[RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) can run on HTTP only. [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) can run over either HTTP or HTTPS. The decision on whether to use HTTP or HTTPS is made by the client based on information provided by higher-layer protocols.

RPC over HTTP v2 transmits error information encoded using the ExtendedError Remote Data Structure, as specified in [[MS-EERR]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-EERR%5D.pdf).

## Prerequisites/Preconditions

If HTTPS transport is used, a [**certificate**](#gt_7a0f4b71-23ba-434f-b781-28053ed64879) must be deployed on the inbound and outbound proxies.

The RPC over HTTP Protocol does not define any means for activating a server or proxy, and thus the server and all proxies must be fully initialized and listening before the RPC over HTTP Protocol can start operating. The server must be listening on a well-known or [**dynamic endpoint**](#gt_46da887f-3f66-4941-a854-e51c52cf4c56). RPC over HTTP proxies must listen in an implementation-specific way on the [**URIs**](#gt_e18af8e8-01d7-4f91-8a1e-0fb21b191f95) specified in sections [3.1.2.3](#Section_afd063565a634447bc8ba084a90be3fd) and [3.2.3.3](#Section_5baf8d8f9ab94f36abbd82c3f42c90d3).

## Applicability Statement

The RPC over HTTP Protocol is applicable to scenarios where an RPC client needs to communicate with an RPC server and, due to network constraints (for example, topology, firewalls, protocols, and so on), an HTTP transport must be used.

This protocol is also applicable when data is received from the Internet or other public networks and additional protection for the RPC server is required. RPC over HTTP is generally not applicable in cases where a single RPC method call will be executed with little data exchanged by the RPC client and the RPC server. The reason is that the additional security provisions of this protocol and the additional synchronization required by inbound and outbound proxies introduce significant overhead on the initial connection establishment. Once a connection is established, RPC over HTTP is very efficient in transmitting data between RPC clients and RPC servers.

[RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) is superseded by [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) and should not be used unless maintaining backward compatibility with RPC over HTTP v1 is required.[<2>](#Appendix_A_2) RPC over HTTP v1 has weak security and poor compatibility with existing HTTP infrastructure, and it deviates from RPC connection-oriented protocol requirements ([[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 2.1.1). More specifically, RPC over HTTP v1 does not meet the second requirement in the bulleted list in [MS-RPCE] section 2.1.1 because it fails to maintain a reliable communication session. RPC over HTTP v1 fails to keep the communication session open if the network agents deem the communication session idle.

## Versioning and Capability Negotiation

**Supported Transports:** The RPC over HTTP Protocol can run on top of HTTP 1.0 or HTTPS. [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) requires HTTP 1.1 connection keep-alive support. Details are provided in section [2.1.2.1](#Section_2cc4ff0145eb4ef7a594ef5a9d67bed6). For historical reasons related to how this protocol has evolved, some HTTP requests and HTTP responses are versioned as 1.0 and some are versioned as 1.1. When not specified explicitly in this specification, version 1.1 should be assumed to be the default.

* **Protocol Versions:** This protocol supports the following explicit protocol dialects: RPC over HTTP v1 and RPC over HTTP v2. These protocol dialects are defined in section [1.3.2](#Section_577ffa53f58442749be210d85f0bf53c). RPC over HTTP v2 supports versioning within RPC over HTTP v2 as defined in section [2.2.3.5.7](#Section_7df61494cb504b899e109799b8243203). [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) has no support for versioning.
* **Security and Authentication Methods:** This protocol relies on the security provided by HTTPS and HTTP Basic, or NTLM authentication [[MS-NTHT]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-NTHT%5D.pdf), and acts as a pass-through for the security provided by RPC. The RPC over HTTP Protocol does not have security and authentication provisions of its own.
* **Capability Negotiation:** This protocol negotiates one of its two protocol dialects, RPC over HTTP v1 and RPC over HTTP v2, by trying to first establish a connection using RPC over HTTP v2. If this connection fails, the protocol falls back to RPC over HTTP v1. The negotiation between RPC over HTTP v1 and RPC over HTTP v2 is defined in section [3](#Section_c99b32c5d9d5475dacd53417f8b5bba3).

## Vendor-Extensible Fields

The RPC over HTTP Protocol does not include vendor-extensible fields. However, this protocol builds on top of HTTP (or HTTPS), which allows vendors to add new HTTP headers [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372). This protocol also allows vendors to add HTTP headers, but it ignores all such headers.

## Standards Assignments

|  Parameter  |  Value  |  Reference  |
| --- | --- | --- |
| RPC over HTTP [**endpoint**](#gt_b91c1e27-e8e0-499b-8c65-738006af72ee) mapper TCP port | 593 | As specified in [[IANAPORT]](http://go.microsoft.com/fwlink/?LinkId=89888) |

# Messages

This section defines how the RPC over HTTP Protocol maps over lower-layer protocols, and it defines the syntax for the messages used by this protocol.

The message syntax in this specification uses the notation and conventions specified in [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372) section 2. The parsing constructs OCTET, CHAR, UPALPHA, LOALPHA, ALPHA, DIGIT, CTL, CR, LF, SP, HT, CRLF, LWS, TEXT, and HEX used in this specification are the same as those specified in [RFC2616] section 2.2.

This protocol references commonly used data types as defined in [[MS-DTYP]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-DTYP%5D.pdf).

## Transport

Both [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) and [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) start their transport mapping process from a stream of RPC and RPC over HTTP PDUs that need to be mapped to one or more HTTP or HTTPS requests and TCP/IP connections. Both protocol dialects also share the following characteristics:

* An endpoint mapper with a [**well-known endpoint**](#gt_a7498f8e-e85d-473b-9fc9-d2fffdf71c8a) of 593.
* An RPC protocol identifier of 0x1F.
* An RPC network address for the RPC server provided by a higher layer that MUST be an [IPv4](#Section_ee4d80b3b8de4064b46aba9af967ad6e) or [IPv6](#Section_7fa9fa893b2f4f359a7451e488afab40) address.
* The RPC endpoint for the RPC server MUST be a TCP/IP port number.
* The predecessor RPC protocol sequence is "ncacn\_http".
* RPC network options provided by higher layers that:
	+ MUST contain a valid IPv4 or IPv6 address for the HTTP server.[<3>](#Appendix_A_3)
	+ MAY contain an HTTP proxy.[<4>](#Appendix_A_4)

### RPC over HTTP v1 Transport

The following sections define the mapping of the RPC over HTTP v1 protocol dialect over lower-layer protocols. From a high-level perspective, this protocol uses a single, custom HTTP request between the client and the mixed proxy, and all RPC PDUs are mapped as [**binary large objects (BLOBs)**](#gt_ad861812-8cb0-497a-80bb-13c95aa4e425) in the message body of this request.

#### Client to Mixed Proxy Traffic

[RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) MUST use HTTP between the client and the mixed proxy. It MUST use a single HTTP request to map both inbound and outbound traffic to the server. The HTTP request MUST be initiated from the client and MUST be received by an [**HTTP server**](#gt_69149d4a-f828-41a3-ba83-842c06e7a14f) that runs on the mixed proxy. The address of the HTTP server is provided by a higher-layer protocol as specified in section [2.1](#Section_7179bce829d34c49b33ca41a1a268aa8). RPC over HTTP v1 MUST use port 80 for the HTTP traffic.

The syntax of the HTTP requests and HTTP response used by the RPC over HTTP Protocol are defined in [RPC Connect Request (section 2.1.1.1.1)](#Section_11dc1ed4d4d24a7eae87a56184c8f9c0) and [RPC Connect Response (section 2.1.1.1.2)](#Section_2c784d099e9a4012917b9462a5329be0). [Inbound PDU Stream (section 2.1.1.1.3)](#Section_9c267af66d6a4a7fb9232ad79e6513d5) and [Outbound PDU Stream (section 2.1.1.1.4)](#Section_c19274c5e0884d61aa3ba899933c50ba) define how RPC PDUs are mapped to an HTTP request or an HTTP response.

##### RPC Connect Request

The RPC connect request is an HTTP request that MUST have the following HTTP header fields.

**Method:** MUST be set to "RPC\_CONNECT".

**Pragma:** MUST be set to the string "No-cache".

**Protocol:** Clients MUST set this to 1.1. Proxies SHOULD ignore this header field.

**URL:** The server name and port MUST be encoded in this field as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f) of this specification.

**User-Agent:** MUST be set to the string "RPC".

**Message Body:** MUST be composed as specified in section [2.1.1.1.3](#Section_9c267af66d6a4a7fb9232ad79e6513d5).

This request MUST not use the **Content-Type** and **Content-Length** header fields. It also MUST NOT use transfer coding or specify a MIME type.

##### RPC Connect Response

The RPC connect response is an HTTP response that MUST have the following HTTP header fields.

**Status Line:** [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372) section 6.1 specifies that the status line be composed of three nonspace subfields. The three subfields MUST be set to the following values:

* **HTTP-Version:** MUST be the string "HTTP/1.1"
* **Reason-Phrase:** MUST be the string "OK"
* **Status-Code:** MUST be an HTTP status code in the inclusive range 200-299.

**Message Body:** Must be composed as specified in section [2.1.1.1.4](#Section_c19274c5e0884d61aa3ba899933c50ba) of this specification.

##### Inbound PDU Stream

Inbound PDUs from the PDU stream MUST be encoded as BLOBs in the message body of the RPC connect request. The first inbound PDU MUST start from the beginning of the message body of the RPC connect request, and each subsequent PDU from the PDU stream MUST be placed as a BLOB immediately after the previous PDU in the RPC connect request without any delimiters. The following diagram defines the layout of the PDUs in the message body of the RPC connect request.



Figure : Inbound connect request PDU stream

Each PDU encoded as a BLOB contains its length inside the PDU as specified in [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) section 12, RPC PDU Encodings, and thus no delimiters are necessary between the BLOBs. For [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2), the implementation of the underlying HTTP transport MUST be capable of the following:

* Duplex communication.
* Sending a potentially unbounded number of PDUs in the message body of the RPC connect request while at the same time receiving a potentially unbounded number of PDUs in the message body of the RPC connect response. This protocol specifically allows for sending and receiving a potentially unbounded number of PDUs in the message body of the RPC connect request.

The PDUs are sent in the message body as they are generated for [**unplugged channel mode**](#gt_3f39f3fe-dd0d-4d73-a64e-89d2e87912a3). In this mode, PDU N MUST be sent as soon as it is generated and will not wait for PDU N+1 to be generated.

##### Outbound PDU Stream

Outbound PDUs from the PDU stream MUST be encoded as BLOBs in the message body of the RPC connect response. The first PDU in the RPC connect response MUST start from the beginning of the message body of the RPC connect response, and each subsequent PDU from the PDU stream MUST be placed as a BLOB immediately after the previous PDU in the RPC connect response without any delimiters. The following diagram defines the layout of the PDUs in the message body of the RPC connect response.



Figure : Outbound RPC connect response PDU stream

Each PDU encoded as a BLOB contains its length inside the PDU as specified in [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) section 12, RPC PDU Encodings, and thus no delimiters are necessary between the BLOBs.

For [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2), the implementation of the underlying HTTP transport MUST be capable of the following:

* Duplex communication.
* Sending a potentially unbounded number of PDUs in the message body of the RPC connect request, while at the same time receiving a potentially unbounded number of PDUs in the message body of the RPC connect response.

The PDUs are sent in the message body as they are generated for unplugged channel mode. In this mode, PDU N MUST be sent as soon as it is generated and will not wait for PDU N+1 to be generated.

#### Mixed Proxy to Server Traffic

[RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) uses TCP/IP between the mixed proxy and the server. The TCP connection MUST be initiated by the mixed proxy. The server name and port to be used for setting up the TCP connection MUST be extracted from the URI of the HTTP request as specified in section [2.1.1.1](#Section_064ad5dbf75043c5b5e7967c419a5b91). Once the connection is established, the mixed proxy and the server MUST use this connection for transmission of all the PDUs in the PDU stream.

##### Legacy Server Response

A server MUST send the ASCII [[US-ASCII]](http://go.microsoft.com/fwlink/?LinkId=90557) string "ncacn\_http/1.0" to the mixed proxy as soon as the TCP connection from the mixed proxy to the server is established. This string literal is called the legacy server response.

### RPC over HTTP v2 Transport

The following sections define the mapping of the RPC over HTTP v2 protocol dialect over lower-layer protocols. From a high-level perspective, in its steady state this protocol uses a pair of custom HTTP requests from the client to the inbound proxy and from the client to the outbound proxy. All inbound RPC PDUs are mapped as BLOBs in the message body of the custom request to the inbound proxy, and all outbound RPC PDUs are mapped as BLOBs in the message body of the custom request to the outbound proxy.

#### Client to Inbound or Outbound Proxy

[RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) MUST operate either on top of HTTP or on top of HTTPS. It requires HTTP 1.0 plus connection keep-alive support from HTTP 1.1. Mapping to both protocols happens identically. In this section, mapping is defined only on HTTP, but the same rules apply for HTTPS.[<5>](#Appendix_A_5)

If instructed by a higher-level protocol in an implementation-specific way, implementations of this protocol MUST require the HTTP implementation on the client to authenticate to the HTTP server running on the inbound proxy or outbound proxy using basic authentication for HTTP [[RFC2617]](http://go.microsoft.com/fwlink/?LinkId=90373) or NTLM authentication for HTTP [[MS-NTHT]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-NTHT%5D.pdf).

The higher-level protocol MUST provide, in an implementation-specific way, either credentials in the form of user name/password or a client-side certificate. Implementations of this protocol MUST NOT process the credentials or authentication information. Such processing typically happens entirely inside implementations of lower protocol layers.[<6>](#Appendix_A_6)

The same mapping MUST be applied for both the inbound proxy and the outbound proxy traffic. A client implementation SHOULD instruct the implementation of the HTTP protocol on which it runs to use an implementation-specific but reasonable time-out value for all requests.[<7>](#Appendix_A_7)

RPC over HTTP v2 MUST always use a pair of HTTP requests to build a [**virtual connection**](#gt_0c316e28-86c6-4963-8aa2-e0322996a747) (2). The HTTP requests MUST be initiated by the client and received by the inbound proxy and outbound proxy.

Both HTTP requests have implementation-specific content length as defined in the following sections. The address of the HTTP server is provided by a higher-layer protocol. RPC over HTTP v2 always uses port 80 for HTTP traffic and port 443 for HTTPS traffic.

The next few sections describe the HTTP IN channel request (section [2.1.2.1.1](#Section_796bce8c4d8643d8b0079b0d49437768)) and OUT channel request (section [2.1.2.1.2](#Section_cafd81a5480b46be81d651100bc74f4e)), and the IN channel response (section [2.1.2.1.3](#Section_df392a831d724b8c9ea08de5629fdd8b)) and OUT channel response (section [2.1.2.1.4](#Section_15d11e7e400e4c7988694c3392fe7884)) used by RPC over HTTP v2 as well as the mapping of the PDU stream on top of these requests. The general syntax and meaning of each of the HTTP header fields are specified in [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372). Sections 2.1.2.1.1 through [2.1.2.1.8](#Section_8aee143a52b643deb442e56b500199b5) only define the use of a given header field when this protocol uses the field in a more specific or different meaning than the one specified in [RFC2616]. RPC over HTTP v2 protocol entirely preserves the syntax and semantics of any HTTP header field not explicitly mentioned here.

##### IN Channel Request

The [**IN channel**](#gt_16adac7c-4622-4781-96f7-463e8dd1e989) request is an HTTP request [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372). The header fields of that HTTP request are as follows:

**Method:** MUST be the "RPC\_IN\_DATA" string.

**Accept:** Clients SHOULD set this to "application/rpc" string literal. Inbound proxies MUST ignore this header field.

**Cache-Control:** Clients MUST set this to "no-cache". Inbound proxies MUST ignore this header field.

**Connection:** Clients MUST set this to "Keep-Alive". Inbound proxies MUST ignore this header field.

**Content-Length:** MUST be in the inclusive range of 128 kilobytes to 2 gigabytes.[<8>](#Appendix_A_8)

**Host:** Clients MUST set this to the server name of the inbound proxy ([RFC2616] section 14.23 "Host"). Inbound proxies SHOULD ignore this header field.

**Pragma Directives**:

* Clients MUST add a "No-cache" pragma directive as specified in [RFC2616] section 14.32. Inbound proxies MUST ignore this directive.
* If the higher-layer protocol or application specified a connectiontimeout, a client MUST add a pragma directive of the form "Pragma:MinConnTimeout=T", where T is a decimal string representation of the minimum connection time-out, in seconds, to be used for this IN channel. The time-out MUST be in the inclusive range of 120 to 14,400 seconds.
* If the higher-layer protocol or application specified a Resource Type UUID, a client MUST add a pragma directive of the form "Pragma:ResourceTypeUuid=R", where R is a [**UUID**](#gt_c4813fc3-b2e5-4aa3-bde7-421d950d68d3) formatted as a string ([C706]- Section A.3. This pragma specifies the Resource Type UUID for this channel. For more details on Resource Type UUID, see section [3.2.3.1.5](#Section_8fe3c4019d71472b9c9de544cd432f7a).
* If the higher-layer protocol or application specified a Session UUID, a client MUST add a pragma directive of the form "Pragma:SessionId=S", where S is a UUID formatted as a string. This pragma specifies the Session UUID for this channel. For more details on Session UUID, see section [3.2.3.1.6](#Section_601ead8cd0bd4ddc8e8a37fe9d105ca8).

**Protocol:** Clients SHOULD set this to 1.0. Inbound proxies SHOULD ignore this header field.

**URL:** The server name and port MUST be encoded in this field. For details on encoding, see section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f).

**User-Agent:** Clients SHOULD set this to the "MSRPC" string literal. Inbound proxies SHOULD ignore this header field.

**Message Body:** For details on how the message body of an IN channel request MUST be created, see section [2.1.2.1.7](#Section_771c04c4b64047d49681561c7b1fcbc5).

##### OUT Channel Request

The [**OUT channel**](#gt_c6fd9474-6495-451d-8af9-40bc3c5e03c5) request is an HTTP request [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372). The header fields of that HTTP request are as follows:

**Method:**  MUST be set to the "RPC\_OUT\_DATA" string.

**Accept:**  Clients SHOULD set this to "application/rpc" string literal. Outbound proxies MUST ignore this header field.

**Cache-Control:**  Clients MUST set this to "no-cache". Outbound proxies MUST ignore this header field.

**Connection:**  Clients MUST set this to "Keep-Alive". Outbound proxies MUST ignore this header field.

**Content-Length:** MUST be set to 76 for nonreplacement OUT channels and set to 120 for [**replacement OUT channels**](#gt_db41c3a3-3bcd-47e9-b2ba-612eb398a3ca).

**Host:**  Clients MUST set this to the server name of the outbound proxy ([RFC2616] section 14.23, Host). Outbound proxies SHOULD ignore this header field.

**Pragma Directives**:

* Clients MUST add a "No-cache" pragma directive as specified in [RFC2616] section 14.32. Outbound proxies MUST ignore this directive.
* Optional pragma directive that, if present, MUST be defined to have the format "Pragma:MinConnTimeout=T", where T MUST be a decimal string representation of the minimum connection time-out, in seconds, to be used for this OUT channel. The time-out MUST be in the inclusive range of 120 to 14,400 seconds.
* Optional pragma directive that, if present, MUST be defined to have the format "Pragma:ResourceTypeUuid=R", where R MUST be a UUID formatted as a string ([[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) Appendix A, Universal Unique Identifier). This pragma specifies the Resource Type UUID for this channel. For more details on Resource Type UUID, see section [3.2.3.1.5](#Section_8fe3c4019d71472b9c9de544cd432f7a).
* Optional pragma directive that, if present, MUST be defined to have the format "Pragma:SessionId=S", where S MUST be a UUID formatted as a string ([C706] Appendix A, Universal Unique Identifier). This pragma specifies the session ID for this channel.

**Protocol:**  Clients SHOULD set this to 1.0. Outbound proxies SHOULD ignore this header field.

**URL:** The server name and port are encoded in this field. For information on how the encoding is done, see section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f) of this specification.

**User-Agent:**  Clients SHOULD set this to the "MSRPC" string literal. Outbound proxies SHOULD ignore this header field.

**Message Body:** For the definition of how the message body of an OUT channel request MUST be created, see section [2.1.2.1.8](#Section_8aee143a52b643deb442e56b500199b5) of this specification.

##### IN Channel Response

The IN channel response is an HTTP response [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372). It is used only in error conditions on the RPC over HTTP proxy. The HTTP header fields and message body syntax that are different from [RFC2616] are as follows:

**Status Line:** [RFC2616] section 6.1 specifies that the status line be composed of three nonspace subfields:

* **HTTP-Version:** SHOULD be the character sequence HTTP/1.0.
* **Reason-Phrase:** MUST be in the following form:
1. reason-phrase = "RPC Error: " RPC-Error [ee-info]
2. RPC-Error = 1\*HEX
3. ee-info = ", EEInfo: " EncodedEEInfo
* **RPC-Error:** MUST be interpreted as a hexadecimal representation of an error code. The error code MUST be an implementation-specific value between 0x0 and 0xFFFFFFFF. The error code MUST NOT be one of the error codes specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 3.3.3.5.1.[<9>](#Appendix_A_9)

**ee-info:** Is part of the reason-phrase and MUST be present if error information is available to the inbound proxy. The behavior of the inbound proxy is defined in section [3.2.3.5.11](#Section_4f5e1556c45b460ebd8ae5349cfcc423).

**EncodedEEInfo:** MUST be a [**base64**](#gt_179b9392-9019-45a3-880b-26f6890522b7)-encoded BLOB. The base64 encoding MUST be as specified in [[RFC4648]](http://go.microsoft.com/fwlink/?LinkId=90487) section 4. The content of the BLOB is specified in [[MS-EERR]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-EERR%5D.pdf). The BLOB MUST continue until the CRLF delimiter at the end of the status line.

The total length of the reason-phrase line MUST NOT exceed 1,024 bytes.

**Status-Code:** MUST be the character sequence 503.

**MessageBody:** MUST be in the following format.

1. message-body = ["RPC EEInfo:" EncodedEEInfo]

**EncodedEEInfo:** MUST be a base64 BLOB. The base64 encoding MUST be as specified in [RFC4648] section 4. The content of the BLOB is specified in [MS-EERR]. The BLOB MUST continue until the CRLF delimiter at the end of the message body.

##### OUT Channel Response

The OUT channel response is sent in both success and failure cases. In success case, the header fields of the HTTP response to the OUT channel request are as follows:

**Content-Length:** MUST be set to an implementation-specific value in the inclusive range of 128 kilobytes to 2 gigabytes.[<10>](#Appendix_A_10)

**Content-Type:** MUST be set to the string literal "application/rpc".

**Status Line:** [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372) section 6.1 specifies that the status line be composed of three nonspace subfields:

* **HTTP-Version:** MUST be the character sequence HTTP/1.1.
* **Status-Code:** MUST be the character sequence 200.
* **Reason-Phrase:** MUST be the character sequence Success.

In a failure case, the format of the OUT channel response is the same as the IN channel response as defined in section [2.1.2.1.3](#Section_df392a831d724b8c9ea08de5629fdd8b) of this specification.

##### Echo Request

An echo request is used in the proxy discovery protocol sequence. The header fields for an echo request are as follows:

**Method:** MUST be set to either the "RPC\_IN\_DATA" or the "RPC\_OUT\_DATA" string. Both are valid. The client SHOULD use "RPC\_IN\_DATA" when it is sending an echo request as part of a protocol sequence associated with IN channels and SHOULD use "RPC\_OUT\_DATA" when it is sending an echo request as part of a protocol sequence associated with OUT channels. If the client sends "RPC\_IN\_DATA" in this field, the proxy MUST act as inbound proxy. If the client sends "RPC\_OUT\_DATA" in this field, the proxy MUST act as outbound proxy.

**Accept:** Clients SHOULD set this to the "application/rpc" string literal. Inbound and outbound proxies MUST ignore this header field.

**Cache-Control:** Clients MUST set this to "no-cache". Inbound and outbound proxies MUST ignore this header field.

**Connection:** Clients SHOULD set this to Keep-Alive. Inbound and outbound proxies MUST ignore this header field.

**Content-Length:** Clients MUST set this header field to a value in the inclusive range of 0 to 0x10.[<11>](#Appendix_A_11)

**Host:** Clients MUST set this to the server name of the inbound or outbound proxies as specified in [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372) section 14.23, Host. Inbound and outbound proxies SHOULD ignore this header field.

**Pragma Directives:**

* Clients MUST add a "No-cache" pragma directive as specified in [RFC2616] section 14.32. Inbound and outbound proxies MUST ignore this directive.

**Protocol:** Clients SHOULD set this to 1.0. Inbound and outbound proxies SHOULD ignore this header field.

**URL:** The server name and port are encoded in this field. For information on how the encoding is done, see section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f).

**User-Agent:** Clients SHOULD set this to the "MSRPC" string literal. Inbound and outbound proxies SHOULD ignore this header field.

**Message Body:** Clients MAY set the message body to random content they choose as specified in [RFC2616].[<12>](#Appendix_A_12) Inbound and outbound proxies MUST ignore the message body.

##### Echo Response

An echo response is used in the proxy discovery protocol sequence. This response is sent by an inbound or outbound proxy as an HTTP response to the echo HTTP request. The same echo response is sent by both inbound and outbound proxies.

The header fields of the HTTP response are as follows:

**Connection:**  Inbound and outbound proxies SHOULD set this to Keep-Alive. Clients MUST ignore this header field.

**Content-Length:**  Inbound and outbound proxies MUST set this field to 20. Clients MUST ignore this header field.

**Content-Type:**  Inbound and outbound proxies MUST set this header field to the string literal "application/rpc". Clients SHOULD ignore this header field.

**Status Line:**  [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372) section 6.1 specifies that the status line be composed of three nonspace subfields:

* **HTTP-Version:** The HTTP protocol version of the HTTP server. This protocol does not require any particular HTTP version. Any HTTP version that is 1.0 or higher SHOULD be accepted by implementations of this protocol.
* **Reason-Phrase:** MUST be Success.
* **Status-Code:** MUST be 200.

Implementations SHOULD respond with the Status Line as specified above. It is not a requirement of this protocol for implementations to use the **status-code** field to indicate errors, though implementations MAY do so.

**Message Body:**  Inbound and outbound proxies put in the message body the echo response RTS packet described in section [2.2.4.48](#Section_421437d9575f4623a5ed25bce9e494cc) and encoded as a BLOB.

##### Inbound PDU Stream

Inbound PDUs from the PDU stream MUST be encoded as BLOBs in the message body of the IN channel. The first PDU in the IN channel MUST start from the beginning of the message body of the IN channel, and each subsequent PDU from the PDU stream MUST be placed as a BLOB immediately after the previous PDU in the IN channel without any delimiters. The following diagram describes the layout of the PDUs in the message body of the IN channel.



Figure : IN channel message PDU stream

Each PDU is encoded as a variable-sized BLOB containing its length inside the PDU; therefore, no delimiters are necessary between the BLOBs. The length of the RPC PDUs is specified in [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) section 12, RPC PDU Encodings. The length of the [**RTS PDUs**](#gt_682437f3-1c41-420d-ae08-3178f5611ddd) is defined in section [2.2.3.6](#Section_6c84afb29e67418998e1e852427fbe4e) of this specification. An IN channel contains a variable number of PDUs, and the PDUs themselves may have variant sizes. An IN channel MUST NOT contain more PDUs than can fit in its maximum content length as indicated by the Content-Length header. If there is not enough space on an IN channel for another PDU from the PDU stream, the IN channel is considered [**expired**](#gt_7160f109-6fd1-46b3-923f-0fae133ea0e9) and MUST NOT be used by the client anymore. A successor IN channel MUST be established. For more details on how the client manages the [**channel lifetime**](#gt_dece7cc8-ea14-44a0-ae66-b65c696824e1), see section [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315).

The PDUs MUST be sent in the message body as they are generated: PDU N MUST be sent as soon as it is generated and MUST NOT wait for PDU N+1 to be generated.

By using the message body of the IN channel to transmit PDUs over HTTP/HTTPS, this protocol obtains a half-duplex channel for a limited number of bytes that provides reliable, in-order, at-most-once delivery semantics between a client and inbound proxy.

##### Outbound PDU Stream

Outbound PDUs from the PDU stream MUST be encoded as BLOBs in the message body of the OUT channel. The first PDU in the OUT channel MUST start from the beginning of the message body of the OUT channel, and each subsequent PDU from the PDU stream MUST be placed as a BLOB immediately after the previous PDU in the OUT channel without any delimiters. The following diagram describes the layout of the PDUs in the message body of the OUT channel.



Figure : OUT channel message PDU stream

Each PDU encoded as a BLOB contains its length inside the PDU and thus no delimiters are necessary between the BLOBs. The length of the RPC PDUs is defined in RPC PDU Encodings [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) section 12. The length of the RTS PDUs is defined in section [2.2.3.6](#Section_6c84afb29e67418998e1e852427fbe4e).

An OUT channel contains a variable number of PDUs and the PDUs themselves may have variable sizes. An OUT channel MUST NOT contain more PDUs than can fit in its maximum content length as indicated by the Content-Length header. If there is not enough space on an OUT channel for another PDU from the PDU stream, the OUT channel is considered expired and MUST NOT be used by the server anymore. A successor OUT channel MUST be established. How the server manages the channel lifetime is specified in section [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a).

The PDUs are sent in the message body as they are generated. PDU N MUST be sent as soon as it is generated and will not wait for PDU N+1 to be generated.

By using the message body of the OUT channel to transmit PDUs over HTTP/HTTPS, this protocol obtains a half-duplex channel for a limited number of bytes that provides reliable, in-order, at-most-once delivery semantics between a client and outbound proxy.

#### Inbound or Outbound Proxy to Server

[RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) uses TCP/IP between the inbound or outbound proxy and the server. The same mapping is applied for both the inbound and the outbound proxy.

The TCP connection is initiated by the inbound or outbound proxy. The server name and port to be used for setting up the TCP connection are extracted from the URL of the HTTP request as specified in section [2.1.1.1](#Section_064ad5dbf75043c5b5e7967c419a5b91). Once the connection is established, the inbound proxy or outbound proxy and the server use this connection for transmission of all the PDUs of the PDU stream.

By using a TCP/IP connection between the inbound or outbound proxy and the server, implementations of this protocol obtain a full-duplex channel for an unlimited number of bytes that provides reliable, in-order, at-most-once delivery semantics.

##### Legacy Server Response

A server SHOULD send the string literal "ncacn\_http/1.0" to the inbound or outbound proxy as soon as the TCP connection from the inbound or outbound proxy to the server is established. This string literal is called the legacy server response.

## Message Syntax

This section defines the message syntax for the messages and PDUs used by this protocol. First, it specifies the conventions and some common data structures used in multiple messages. Then it defines the rules for combining the common data structures, and finally, it defines the PDUs for this protocol.

### Common Conventions

All data structures described in this section share the following common characteristics:

* All numeric fields MUST be encoded using [**little-endian**](#gt_079478cb-f4c5-4ce5-b72b-2144da5d2ce7) byte ordering.
* Alignment for all data structures except the URI MUST be 4 bytes.
* All structures in this section except the URI are used for [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) only.

### URI Encoding

The format of the URI header field of the HTTP request has a special interpretation in this protocol. As specified in [[RFC2616]](http://go.microsoft.com/fwlink/?LinkId=90372), the URI is to be of the following form.

1. http\_URL = "http:" "//" host [ ":" port ] [ abs-path
2. [ "?" query ]]

This protocol specifies that **abs-path** MUST be present for [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) and MUST have the following form.

1. nocert-path = "/rpc/rpcproxy.dll"
2. withcert-path = "/rpcwithcert/rpcproxy.dll"
3. abs-path = nocert-path / withcert-path

The form matching **withcert-path** MUST be used whenever the client authenticates to the HTTP server using a client-side certificate. The form matching **nocert-path** MUST be used in all other cases.[<13>](#Appendix_A_13)

This protocol specifies that **query** string MUST be present for RPC over HTTP v2 and MUST be of the following form.

1. query = server-name ":" server-port

The inbound proxy or outbound proxy uses the query string to establish a connection to an RPC over the HTTP server, as specified in sections [3.2.3.5.3](#Section_ca5d9df3c81b4e2cb24f8d100761321f) and [3.2.4.5.3](#Section_f995657895d14370ac7a55b7836b249b).

1. server-name = DNS\_Name / IP\_literal\_address /
2. IPv6\_literal\_address / NetBIOS\_Name
3. server-port = 1\*6(DIGIT)

The length of **server-name** MUST be less than 1,024 characters.

**DNS\_Name:** An [**Internet host name**](#gt_4d5d5403-372f-4f9f-8d7a-65c310c807d9) or IP\_literal\_address that is the string representation of an IP literal address, as specified in [[RFC1123]](http://go.microsoft.com/fwlink/?LinkId=90268) section 2.1.

**IPv6\_literal\_address:** MUST be the string representation of an IPv6 literal address as specified in [[RFC4291]](http://go.microsoft.com/fwlink/?LinkId=90464) section 2.

**NetBIOS\_Name:** MUST be a NetBIOS name. For more details about NetBIOS, refer to [[NETBEUI]](http://go.microsoft.com/fwlink/?LinkId=90224), [[RFC1001]](http://go.microsoft.com/fwlink/?LinkId=90260), and [[RFC1002]](http://go.microsoft.com/fwlink/?LinkId=90261).

### Common Data Structures

This section defines several common data structures and values used by the RPC over HTTP Protocol. They are used in multiple PDUs. The PDUs themselves are defined in section [2.2.4](#Section_adad31e9f265491e88e001414f2e8704). The common conventions for the messages are defined in section [2.2.1](#Section_2411fcf7e6ed46d7ba292421d9163af0).

#### RTS Cookie

The RTS cookie is a token exchanged between parties in an RPC over HTTP Protocol sequence and is used to name objects and abstractions as defined throughout this specification. This section defines the encoding for an [**RTS cookie**](#gt_578c1075-051d-40c2-9fa4-0aeb1ca20002).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Cookie (16 bytes) |
| ... |
| ... |

The value chosen for an RTS cookie SHOULD be a 16-byte cryptographically strong random number. It has the same uniqueness requirements as a UUID, and implementations MAY use a UUID as the RTS cookie.[<14>](#Appendix_A_14)

#### Client Address

The client address data structure is used to transmit the IP address of a client to a proxy or a server. It has two basic formats: [IPv4](#Section_ee4d80b3b8de4064b46aba9af967ad6e) and [IPv6](#Section_7fa9fa893b2f4f359a7451e488afab40), as described in sections 2.2.3.2.1 and 2.2.3.2.2.

##### Client Address - IPv4

The client address data structure is used to transmit the IP address of a client to a proxy or a server. The encoding of the client address for the IPv4 format is as follows.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| AddressType |
| ClientAddress |
| Padding |
| ... |
| ... |

**AddressType (4 bytes):** MUST be set to the value 0 to indicate IPv4 format.

**ClientAddress (4 bytes):** MUST contain the IPv4 address of the client in little-endian byte order.

**Padding (12 bytes):** Senders SHOULD set all bytes in this field to the value 0x00. Receivers MUST ignore this field.

##### Client Address - IPv6

The client address data structure is used to transmit the IP address of a client to a proxy or a server. The encoding of the client address for the IPv6 format is as follows.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| AddressType |
| ClientAddress (16 bytes) |
| ... |
| ... |
| Padding |
| ... |
| ... |

**AddressType (4 bytes):** MUST be set to the value 1 to indicate IPv6 format.

**ClientAddress (16 bytes):** MUST contain the IPv6 address of the client in little-endian byte order.

**Padding (12 bytes):** Senders SHOULD set all bytes in this field to the value 0x00. Receivers MUST ignore this field.

#### Forward Destinations

The forward destination enumeration specifies the target of a forwarded PDU as per the following table.

| Constant/value | Description |
| --- | --- |
| FDClient0x00000000 | Forward to client |
| FDInProxy0x00000001 | Forward to inbound proxy |
| FDServer0x00000002 | Forward to server |
| FDOutProxy0x00000003 | Forward to outbound proxy |

If a PDU is forwarded, the party that originally created the PDU is called the originator of the PDU and the party that sends the PDU to the next hop in the forwarding chain is called the sender of the PDU. For a definition of the processing rules related to PDU forwarding, see section [3.2.1.5.2](#Section_f27f765865274acc9ccb577e340c263d).

#### Flow Control Acknowledgment

The Flow Control Acknowledgment data structure is embedded in a packet performing some sort of flow control acknowledgment for traffic received. The encoding of this data structure is as follows.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Bytes Received |
| Available Window |
| ChannelCookie (16 bytes) |
| ... |
| ... |

**Bytes Received (4 bytes):** The number of bytes received at the time the flow control acknowledgment was issued. For a definition of the processing rules related to flow control acknowledgment, see section [3.2.1.1](#Section_db345206878d4a038242a91333ca275b). This value MUST be in the inclusive range of 0 to the channel lifetime denoted by the channel cookie field.

**Available Window (4 bytes):** The number of bytes available in the **ReceiveWindow** of the originator of this PDU.

**ChannelCookie (16 bytes):** An RTS cookie that uniquely identifies the channel for which the traffic received is being acknowledged (see section [2.2.3.1](#Section_3563e3462c3f439da06cc71223ac13e5)).

#### RTS Commands

The RTS PDUs contain a series of commands. This section defines the valid RTS commands. Section [2.2.3.6](#Section_6c84afb29e67418998e1e852427fbe4e) defines how the commands are ordered in a PDU.

The type of each command in an RTS PDU is identified by a numeric value. Each command is used in one or more RTS PDUs as defined in sections [2.2.4.2](#Section_cf6b110dc3224bb7bbc71e8c9584ca78) through [2.2.4.50](#Section_4a460af8f83a449084b68886e00ac306). Section [3.2](#Section_d49bfc931e8c4741ba4956067e56314b) defines when each RTS PDU is used, who sends it, and who receives it. The following table specifies the numeric value and meaning of each command type.

|  Value  |  Meaning  |
| --- | --- |
| ReceiveWindowSize (0x00000000) | The [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command communicates the size of the **ReceiveWindow**.  |
| FlowControlAck (0x00000001) | The [FlowControlAck](#Section_748607b81ecc4f73bcf86e26d6c26b77) command carries acknowledgment for traffic received. |
| ConnectionTimeout (0x00000002) | The [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifies the configured connection time-out.  |
| Cookie (0x00000003) | The [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command carries an RTS cookie. |
| ChannelLifetime (0x00000004) | The [ChannelLifetime](#Section_a882eb1bab884f49aec4eabeece54464) command specifies the channel lifetime.  |
| ClientKeepalive (0x00000005) | The [ClientKeepalive](#Section_1317b6eb09d24d6888df34b2457289c0) command carries the desired interval for sending keep-alive PDUs. |
| Version (0x00000006) | The [Version](#Section_7df61494cb504b899e109799b8243203) command carries the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) version number for the sender of the PDU that contains this command. |
| Empty (0x00000007) | [Empty](#Section_14a63d479806442ab09bb1884124df3c) command. |
| Padding (0x00000008) | [Padding](#Section_2d324deb4f204b45a5827730ce5df8b2) is a variable-size command used to pad the size of an RTS PDU to a desired size. |
| NegativeANCE (0x00000009) | The [NegativeANCE](#Section_17d2aaa731be4080ae9fd52c3661be8f) command indicates that a [**successor channel**](#gt_921c88fb-0d65-4ef5-a56c-26d6b8d2440a) was not established successfully. |
| ANCE (0x0000000A) | The [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command indicates that a successor channel was established successfully. |
| ClientAddress (0x0000000B) | The [ClientAddress](#Section_f27795aea41a411f9aac2d117f826f15) command carries the client IP address. The IP address is encoded as specified in section [2.2.3.2](#Section_2a474ed84a234322b250570c9c7280a6). Regardless of who sends this PDU, the address MUST be interpreted to be the address of the client. |
| AssociationGroupId (0x0000000C) | The [AssociationGroupId](#Section_76672a8061314f9884cb857dbd186d8a) command carries the client association group ID as specified in section 2.2.3.5.13. Regardless of who sends this PDU, the association group ID MUST be interpreted to be that of the client. |
| Destination (0x0000000D) | The [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command carries the destination to which a PDU MUST be forwarded.  |
| PingTrafficSentNotify (0x0000000E) | The [PingTrafficSentNotify](#Section_b0e53b7f8229410fbd755f1b78aaa730) command carries the number of bytes sent by the outbound proxy to the client as part of ping traffic. |

##### ReceiveWindowSize

The ReceiveWindowSize command specifies the size of the **ReceiveWindow** of a party. The party from which the **ReceiveWindow** originated is specified in the section for the RTS PDU that contains this command. The structure of the command is as follows.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| ReceiveWindowSize |

**CommandType (4 bytes):** MUST be the value ReceiveWindowSize (0x00000000).

**ReceiveWindowSize (4 bytes):** The size of the **ReceiveWindow**, in bytes. It MUST be in the inclusive range of 8 kilobytes to 256 kilobytes. The **ReceiveWindow** MUST be greater than or equal to the PDU fragment size transmitted in the bind/bind\_ack packets at the RPC layer ([[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) section 12.4).[<15>](#Appendix_A_15)

The **ReceiveWindowSize** field from this PDU MUST be used to set the ReceiveWindowSize ADM from section [3.2.1.1.5.1.1](#Section_28541a34e5e6441eb0eb0d8888955406).

##### FlowControlAck

The FlowControlAck command specifies acknowledgment for traffic received. The structure of the command is as follows.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| Ack (24 bytes) |
| ... |
| ... |

**CommandType (4 bytes):** MUST be the value FlowControlAck (0x00000001).

**Ack (24 bytes):** MUST be a flow control acknowledgment structure as defined in section [2.2.3.4](#Section_58b81c24672f4fe8af39c0f22ceb2aa3).

##### ConnectionTimeout

The ConnectionTimeout command specifies the desired frequency for sending keep-alive PDUs generated by this protocol as defined in section [3.2](#Section_d49bfc931e8c4741ba4956067e56314b). The party from which the connection time-out originated is specified in the section for the RTS PDU that contains this command.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| ConnectionTimeout |

**CommandType (4 bytes):**  MUST be the value ConnectionTimeout (0x00000002).

**ConnectionTimeout (4 bytes):**  MUST be the integer value for the client keep-alive that this connection is configured to use, in milliseconds. The value MUST be in the inclusive range of 120,000 through 14,400,000 milliseconds.

##### Cookie

The Cookie command specifies an [RTS cookie](#Section_3563e3462c3f439da06cc71223ac13e5). The meaning of the RTS cookie is inferred from its position in the command sequence as specified in section [2.2.4](#Section_adad31e9f265491e88e001414f2e8704) and the context established by the protocol sequence as defined in section [3.2](#Section_d49bfc931e8c4741ba4956067e56314b).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| Cookie (16 bytes) |
| ... |
| ... |

**CommandType (4 bytes):**  MUST be the value Cookie (0x00000003).

**Cookie (16 bytes):**  MUST contain an RTS cookie, which is specified in 2.2.3.1.

##### ChannelLifetime

The ChannelLifetime command specifies the channel lifetime. The party from which the channel lifetime originated is specified in the sections that define the RTS PDU that contains this command.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| ChannelLifetime |

**CommandType (4 bytes):** MUST be the value ChannelLifetime (0x00000004).

**ChannelLifetime (4 bytes):**  The channel lifetime, in bytes. This value MUST be in the inclusive range of 128 kilobytes through 2 gigabytes.[<16>](#Appendix_A_16)

##### ClientKeepalive

The ClientKeepalive command carries the desired interval for sending keep-alive PDUs on behalf of the client whose usage is defined in section [3.2](#Section_d49bfc931e8c4741ba4956067e56314b). The party from which the client keep-alive originated is specified in the sections that define the RTS PDU that contains this command.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| ClientKeepalive |

**CommandType (4 bytes):** MUST be the value ClientKeepalive (0x00000005).

**ClientKeepalive (4 bytes):** An unsigned integer that specifies the keep-alive interval, in milliseconds, that this connection is configured to use. This value MUST be 0 or in the inclusive range of 60,000 through 4,294,967,295. If it is 0, it MUST be interpreted as 300,000.

##### Version

The Version command specifies an [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) version number. This version number allows versioning within RPC over HTTP v2. Version information MUST be interpreted to refer to the sender of the PDU.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| Version |

**CommandType (4 bytes):**  MUST be the value Version (0x00000006).

**Version (4 bytes):** An unsigned integer that specifies the version of RPC over HTTP v2 that the sender of the PDU will use. Implementation of this protocol SHOULD set this to 1 on sending and MUST ignore it on receiving.

##### Empty

The Empty command specifies an empty command with no contents. Its meaning is context-specific and is defined in section [3.2](#Section_d49bfc931e8c4741ba4956067e56314b).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |

**CommandType (4 bytes):**  MUST be the value Empty (0x00000007).

##### Padding

The Padding command is a variable-size command that may be used to pad the size of an RTS PDU to a desired size, as specified in section [2.2.4.45](#Section_b863b909180942cb8ada1b8f42d0c2bf).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| ConformanceCount |
| Padding (variable) |
| ... |

**CommandType (4 bytes):**  MUST be the value Padding (0x00000008).

**ConformanceCount (4 bytes):** The size of the padding field, in bytes. It MUST be in the inclusive range of 0 to 0xFFFF.

**Padding (variable):** An array of padding bytes that is **ConformanceCount** bytes long. Protocol implementations SHOULD initialize padding bytes to zero on sending and MUST ignore them on receiving.

##### NegativeANCE

The NegativeANCE command specifies that a successor channel was not established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |

**CommandType (4 bytes):**  MUST be the value NegativeANCE (0x00000009).

##### ANCE

The ANCE command specifies that a successor channel was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |

**CommandType (4 bytes):** MUST be the value ANCE (0x0000000A).

##### ClientAddress

The ClientAddress command specifies the IP address of the client. Regardless of who sends this PDU, the address MUST be interpreted to be the address of the client.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| ClientAddress (variable) |
| ... |

**CommandType (4 bytes):**  MUST be the value ClientAddress (0x0000000B).

**ClientAddress (variable):**  MUST contain the address of the client and is encoded as defined in section [2.2.3.2](#Section_2a474ed84a234322b250570c9c7280a6).

##### AssociationGroupId

The AssociationGroupId command specifies the client association group ID. The client association group ID is an [RTS cookie](#Section_3563e3462c3f439da06cc71223ac13e5) that the higher layer protocol MAY use to uniquely identify instances of this client across multiple virtual connections. Implementations of this protocol MAY use this cookie as part of load balancing logic. Regardless of who sends this PDU, the association group ID MUST be interpreted to be that of the client.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| AssociationGroupId (16 bytes) |
| ... |
| ... |

**CommandType (4 bytes):**  MUST be the value AssociationGroupId (0x0000000C).

**AssociationGroupId (16 bytes):** MUST be encoded as an RTS cookie that the client generated for this association as explained in this section. It is encoded as defined in section 2.2.3.1.

##### Destination

The Destination command specifies the destination to which a PDU that carries this command MUST be forwarded.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| Destination |

**CommandType (4 bytes):**  MUST be the value Destination (0x0000000D).

**Destination (4 bytes):**  MUST be one of the values defined in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). For more details about PDU forwarding, see section [3.2.1.5.2](#Section_f27f765865274acc9ccb577e340c263d).

##### PingTrafficSentNotify

The PingTrafficSentNotify command specifies the number of bytes sent by the outbound proxy to the client as part of ping traffic. It is sent from an outbound proxy to the server and notifies the server that the outbound proxy has sent the specified number of bytes to the client as part of pinging the client.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| CommandType |
| PingTrafficSent |

**CommandType (4 bytes):**  MUST be the value PingTrafficSentNotify (0x0000000E).

**PingTrafficSent (4 bytes):**  MUST be the number of bytes sent by the outbound proxy. Servers SHOULD impose an implementation-specific reasonable upper bound on this value.[<17>](#Appendix_A_17)

#### RTS PDU Structure

The RTS PDU MUST be composed of exactly one header and zero, one or more RTS commands defined in section [2.2.3.5](#Section_77f7ad6566824f388f59192db17accb7) in the RTS PDU body. The following diagram illustrates the structure.



Figure : RTS PDU structure

##### RTS PDU Header

The RTS PDU Header has the same layout as the common header of the connection-oriented RPC PDU as specified in [[C706]](http://go.microsoft.com/fwlink/?LinkId=89824) section 12.6.1, with a few additional requirements around the contents of the header fields. The additional requirements are as follows:

* All fields MUST use little-endian byte order.
* Fragmentation MUST NOT occur for an RTS PDU.
* PFC\_FIRST\_FRAG and PFC\_LAST\_FRAG MUST be present in all RTS PDUs, and all other PFC flags MUST NOT be present.
* The rpc\_vers and rpc\_vers\_minor fields MUST contain version information as described in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 1.7.
* PTYPE MUST be set to a value of 20. This field differentiates RTS packets from other RPC packets.
* The packed\_drep MUST indicate little-endian integer and floating-pointer byte order, IEEE float-point format representation, and ASCII character format as specified in [C706] section 12.6.
* The auth\_length MUST be set to 0.
* The frag\_length field MUST reflect the size of the header plus the size of all commands, including the variable portion of variable-sized commands.
* The call\_id MUST be set to 0 by senders and MUST be 0 on receipt.

This protocol adds two more fields to the RTS PDU header that MUST be present immediately after the common header. The following diagram specifies the header format.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| rpc\_vers | rpc\_vers\_minor | PTYPE | pfc\_flags |
| packed\_drep |
| frag\_length | auth\_length |
| call\_id |
| Flags | NumberOfCommands |

**rpc\_vers (1 byte):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

**rpc\_vers\_minor (1 byte):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

**PTYPE (1 byte):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

**pfc\_flags (1 byte):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

**packed\_drep (4 bytes):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section. **packed\_drep** takes the following form.

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 2 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 3 0 | 1 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| drep[0] | drep[1] | drep[2] | drep[3] |

**frag\_length (2 bytes):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

| Value | Meaning |
| --- | --- |
| RTS\_FLAG\_NONE0x0000 | No special flags. |
| RTS\_FLAG\_PING 0x0001 | Proves that the sender is still active; can also be used to flush the pipeline by the other party. |
| RTS\_FLAG\_OTHER\_CMD 0x0002 | Indicates that the PDU contains a command that cannot be defined by the other flags in this table. |
| RTS\_FLAG\_RECYCLE\_CHANNEL0x0004 | Indicates that the PDU is associated with recycling a channel.  |
| RTS\_FLAG\_IN\_CHANNEL0x0008 | Indicates that the PDU is associated with IN channel communications.  |
| RTS\_FLAG\_OUT\_CHANNEL0x0010 | Indicates that the PDU is associated with OUT channel communications.  |
| RTS\_FLAG\_EOF0x0020 | Indicates that this is the last PDU on an IN channel or OUT channel. Not all channels, however, use this to indicate the last PDU. |
| RTS\_FLAG\_ECHO0x0040 | Signifies that this PDU is an [**echo request**](#gt_f927b2d5-63a0-4e98-b0a8-127a1d0a9a59) or response. |

**auth\_length (2 bytes):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

**call\_id (4 bytes):** As specified in [C706] section 12.6.1, with additional requirements specified earlier in this section.

**Flags (2 bytes):** MUST contain one or more of the following flags. The valid combination of flags for each RTS PDU is defined in section [2.2.4](#Section_adad31e9f265491e88e001414f2e8704) of this specification. The following table is meant to define numeric values for each flag and as an aid in understanding this specification, and to convey the general context in which a given flag is used. Precise definition on what flags MUST be used for each RTS PDU can be obtained from the section for the respective RTS PDU in section 2.2.4. An implementation MUST NOT change the flags in the RTS PDU as defined in the respective RTS PDU section within section 2.2.4.

**NumberOfCommands (2 bytes):** An implementation MUST set this field to be equal to the number of commands in the RTS PDU body.

##### RTS PDU Body

The RTS PDU body MUST be composed of zero, one or more RTS commands. The first command MUST be placed immediately after the RTS PDU header. Each subsequent command MUST be placed immediately after the previous command without any padding or delimiters until all commands in the PDU are placed. The order of commands in the RTS PDU body is significant from a protocol perspective, and implementations MUST follow the rules about command ordering specified in section [2.2.4](#Section_adad31e9f265491e88e001414f2e8704).

### RTS PDUs

This protocol defines specific sequence of PDU commands that are combined into single PDUs. These PDUs are referred to as RTS PDUs and form the basis of routing and control flow in [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3).

This section defines the syntax of the RTS PDUs using the common structure and command definitions specified earlier in this section.

#### RTS PDUs Naming and Document Conventions

All definitions in this section share some common naming conventions. An RTS PDU can be one of three types. It can be used by a single protocol sequence only; it can be used in more than one protocol sequence; or it can be used outside a protocol sequence. If the RTS PDU is specific to a single protocol sequence, the name of the PDU is created by using a strict convention that allows for an RTS PDU to be associated quickly with its place in the protocol sequence. The name of the RTS PDU is not reflected on the network and thus has no protocol significance other than making it easier to find and understand information in this specification. The name of this type of RTS PDU follows the format shown here.

1. RTS-PDU-name = protocol-sequence-name "/" group-name group-order
2. protocol-sequence-name = "CONN" / "IN\_R1" / "IN\_R2" / "OUT\_R1" /
3. "OUT\_R2"
4. group-name = "A" / "B" / "C"
5. group-order = 1\*(DIGIT)

The names of the protocol sequences are given in sections [3.2.1.5.3.1](#Section_2b14c3fb87f34e8c83cde6765448ac67) through [3.2.1.5.3.5](#Section_e5cdf7ad68e24be5a4d413d7ee8d83e6) of this specification. The group-name is a group of PDUs within the protocol sequence, and the name and meaning of the group is defined in the section for the respective protocol sequence. The group-order is a number that starts at 1 and is incremented sequentially for each RTS PDU in the group. For example, CONN/A1 is the first RTS PDU from group A from protocol sequence CONN.

If an RTS PDU is used in more than one protocol sequence or is used outside a protocol sequence, the convention defined earlier is not used. Instead, the name of the PDU is descriptive of the meaning of the PDU and is not associated in any way with the protocol sequences in which it is used.

As defined in section [2.2.3.6](#Section_6c84afb29e67418998e1e852427fbe4e), an RTS PDU is composed of an RTS PDU header and one or more RTS PDU commands.

RTS PDUs are uniquely identified by the combination of the following: the **Flags** field in the RTS header, the number of commands, and the command types. However, there are only a small number of RTS PDUs that are legal on each channel in each state, so while there are a large number of RTS PDUs, a receiver only has to check a small number of possibilities when an RTS PDU is received on a given channel in a given state. See the section on each RTS PDU under section [2.2.4](#Section_adad31e9f265491e88e001414f2e8704) for the channel, Flags field, number of commands, and the command types for that RTS PDU, and the section on receiving each RTS PDU under section [3](#Section_c99b32c5d9d5475dacd53417f8b5bba3) for the states.

#### CONN/A1 RTS PDU

The CONN/A1 RTS PDU MUST be sent from the client to the outbound proxy on the OUT channel to initiate the establishment of a virtual connection.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| OUTChannelCookie (20 bytes) |
| ... |
| ... |
| ReceiveWindowSize |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of RTS Header MUST be the value of RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 4.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command indicating the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version as specified in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the virtual connection that is being established by this protocol sequence. The Cookie command format is defined in section 2.2.3.5.4.

**OUTChannelCookie (20 bytes):** MUST be a Cookie command identifying the OUT channel that this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**ReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the client OUT channel. The ReceiveWindowSize command format is defined in section 2.2.3.5.1

#### CONN/A2 RTS PDU

The CONN/A2 RTS PDU MUST be sent from the outbound proxy to the server on the OUT channel to initiate the establishment of a virtual connection.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| OUTChannelCookie (20 bytes) |
| ... |
| ... |
| ChannelLifetime |
| ... |
| ReceiveWindowSize |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 5.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the lower of the outbound proxy version and the client version reported in the [CONN/A1 RTS PDU](#Section_cf6b110dc3224bb7bbc71e8c9584ca78). The format for the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the virtual connection that this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**OUTChannelCookie (20 bytes):** MUST be a Cookie command for the OUT channel that this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**ChannelLifetime (8 bytes):** MUST be a [ChannelLifetime](#Section_a882eb1bab884f49aec4eabeece54464) command containing the lifetime, in bytes, of the OUT channel from the outbound proxy to the client. The ChannelLifetime command format is defined in section 2.2.3.5.5.

**ReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the OUT channel to the proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

#### CONN/A3 RTS PDU

The CONN/A3 RTS PDU MUST be sent from the outbound proxy to the client on the OUT channel to continue the establishment of the virtual connection.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command containing the connection time-out for the OUT channel between the outbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

#### CONN/B1 RTS PDU

The CONN/B1 RTS PDU MUST be sent from the client to the inbound proxy on the IN channel to initiate the establishment of a virtual connection.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| INChannelCookie (20 bytes) |
| ... |
| ... |
| ChannelLifetime |
| ... |
| ClientKeepalive |
| ... |
| AssociationGroupId (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 6.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the version of [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) that the client supports, formatted as specified in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the virtual connection that this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**INChannelCookie (20 bytes):** MUST be a Cookie command identifying the IN channel cookie that this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**ChannelLifetime (8 bytes):** MUST be a [ChannelLifetime](#Section_a882eb1bab884f49aec4eabeece54464) command containing the lifetime in bytes of the IN channel from the client to the inbound proxy. The ChannelLifetime command format is defined in 2.2.3.5.5. This field is used for troubleshooting only and has no protocol significance. Inbound proxies SHOULD ignore the value of this field.

**ClientKeepalive (8 bytes):** MUST be a [ClientKeepalive](#Section_1317b6eb09d24d6888df34b2457289c0) command containing the keep-alive interval that the client wants the inbound proxy to use on the IN channel between the inbound proxy and the server. The ClientKeepalive command format is defined in section 2.2.3.5.6.

**AssociationGroupId (20 bytes):** MUST be an [AssociationGroupId](#Section_76672a8061314f9884cb857dbd186d8a) command containing the association group ID for the client. The AssociationGroupId command format is defined in section 2.2.3.5.13.

#### CONN/B2 RTS PDU

The CONN/B2 RTS PDU MUST be sent from the inbound proxy to the server on the IN channel to initiate the establishment of a virtual connection.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| INChannelCookie (20 bytes) |
| ... |
| ... |
| ReceiveWindowSize |
| ... |
| ConnectionTimeout |
| ... |
| AssociationGroupId (20 bytes) |
| ... |
| ... |
| ClientAddress (variable) |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_IN\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 7.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the lower of the inbound proxy version and the client version reported in CONN/B1 RTS PDU. The format for the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command for the virtual connection this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**INChannelCookie (20 bytes):** MUST be a Cookie command for the IN channel that this protocol sequence is trying to establish. The Cookie command format is defined in section 2.2.3.5.4.

**ReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the IN channel to the inbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**ConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command containing the connection time-out for the IN channel between the inbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

**AssociationGroupId (20 bytes):** MUST be an [AssociationGroupId](#Section_76672a8061314f9884cb857dbd186d8a) command containing the association group ID for the client. The AssociationGroupId command format is defined in section 2.2.3.5.13.

**ClientAddress (variable):** MUST be a [ClientAddress](#Section_f27795aea41a411f9aac2d117f826f15) command containing the IP address of the client as seen by the inbound proxy. The ClientAddress command format is defined in section 2.2.3.5.12.

#### CONN/B3 RTS PDU

The CONN/B3 RTS PDU MUST be sent from the server to the inbound proxy on the IN channel to notify it that a virtual connection has been established.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ReceiveWindowSize |
| ... |
| Version |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**ReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the server IN channel. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the lowest of the [CONN/B2 RTS PDU (section 2.2.4.6)](#Section_7333ce146db744328da16bafae338e47) version, the [CONN/A2 RTS PDU (section 2.2.4.3)](#Section_e0bc3951715a466cb5a52294b24050b8) version, and the server [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) version. The format for the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

#### CONN/C1 RTS PDU

The CONN/C1 RTS PDU MUST be sent from the server to the outbound proxy on the OUT channel to notify it that a virtual connection has been established.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| ReceiveWindowSize |
| ... |
| ConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 3.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the lowest of the [CONN/B2 RTS PDU (section 2.2.4.6)](#Section_7333ce146db744328da16bafae338e47) version, the [CONN/A2 RTS PDU (section 2.2.4.3)](#Section_e0bc3951715a466cb5a52294b24050b8) version, and the server [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) version. The format for the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**ReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the IN channel to the inbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**ConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command containing the connection time-out for the IN channel between the inbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

#### CONN/C2 RTS PDU

The CONN/C2 RTS PDU MUST be sent from the outbound proxy to the client on the OUT channel to notify it that a virtual connection has been established.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| ReceiveWindowSize |
| ... |
| ConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 3.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the CONN/C1 version. The format of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version command is defined in section 2.2.3.5.7.

**ReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the IN channel to the inbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**ConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command containing the connection time-out for the IN channel between the inbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

#### IN\_R1/A1 RTS PDU

The IN\_R1/A1 RTS PDU MUST be sent from the client to the inbound proxy on a successor instance of an IN channel to initiate the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| PredecessorChannelCookie (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 4.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the client [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command for the virtual connection that this IN channel belongs to. The Cookie command format is defined in section 2.2.3.5.4.

**PredecessorChannelCookie (20 bytes):** MUST be a Cookie command that is the cookie of the predecessor IN channel. The Cookie command format is defined in section 2.2.3.5.4.

**SuccessorChannelCookie (20 bytes):** MUST be a Cookie command identifying the successor IN channel. The Cookie command format is defined in section 2.2.3.5.4.

#### IN\_R1/A2 RTS PDU

The IN\_R1/A2 RTS PDU MUST be sent from the [**successor inbound proxy**](#gt_a9f5f8bf-226c-46f7-bf6e-046bbeaa6db2) to the server on the IN channel to initiate the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| PredecessorChannelCookie (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |
| InboundProxyReceiveWindowSize |
| ... |
| InboundProxyConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the bit-wise OR of the values "RTS\_FLAG\_IN\_CHANNEL" and "RTS\_FLAG\_RECYCLE\_CHANNEL". The **NumberOfCommands** field of the RTS Header MUST be the value 6.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command containing the lower of the IN\_R1/A1 version and the inbound proxy version. The format of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command for the virtual connection this IN channel belongs to. The Cookie command format is defined in section 2.2.3.5.4.

**PredecessorChannelCookie (20 bytes):** MUST be a Cookie command for the predecessor IN channel. The Cookie command format is defined in section 2.2.3.5.4.

**SuccessorChannelCookie (20 bytes):** MUST be a Cookie command identifying the successor IN channel. The Cookie command format is defined in section 2.2.3.5.4.

**InboundProxyReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command containing the size of the **ReceiveWindow** for the IN channel to the inbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**InboundProxyConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifying the connection time-out for the IN channel between the successor inbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

#### IN\_R1/A3 RTS PDU

The IN\_R1/A3 RTS PDU MUST be sent from the server to the outbound proxy on the OUT channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| Version |
| ... |
| InboundProxyReceiveWindowSize |
| ... |
| InboundProxyConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 4.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the lower of the IN\_R1/A2 and the server version. The format of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version command is defined in section 2.2.3.5.7.

**InboundProxyReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command specifying the size of the **ReceiveWindow** for the successor IN channel to the inbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**InboundProxyConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifying the connection time-out for the IN channel between the successor inbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

#### IN\_R1/A4 RTS PDU

The IN\_R1/A4 RTS PDU MUST be sent from the outbound proxy to the client on the OUT channel to continue the establishment of a successor IN channel as part of the IN\_R1 protocol sequence.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| Version |
| ... |
| InboundProxyReceiveWindowSize |
| ... |
| InboundProxyConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 4.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the lower of the [IN\_R1/A2](#Section_f17ca4fde8644dd38c18abfc9d69285e) version and the server version. The format of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol Version command is defined in section 2.2.3.5.7.

**InboundProxyReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command specifying the size of the **ReceiveWindow** for the IN channel to the inbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**InboundProxyConnectionTimeout (8 bytes):** MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifying the connection time-out for the IN channel between the successor inbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3.

#### IN\_R1/A5 RTS PDU

The IN\_R1/A5 RTS PDU MUST be sent from the client to the [**predecessor inbound proxy**](#gt_2b46cc73-068a-430a-9d40-2e48dbdc6006) on the predecessor instance of the IN channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| SuccessorINChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**SuccessorINChannelCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor IN channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### IN\_R1/A6 RTS PDU

The IN\_R1/A6 RTS PDU MUST be sent from the predecessor inbound proxy to the server on the predecessor instance of the IN channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| SuccessorINChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**SuccessorINChannelCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor IN channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### IN\_R1/B1 RTS PDU

The IN\_R1/B1 RTS PDU MUST be sent from the predecessor inbound proxy to the server on the predecessor instance of the IN channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Empty |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Empty (4 bytes):** MUST be an [Empty](#Section_14a63d479806442ab09bb1884124df3c) command. The format of the Empty command is defined in section 2.2.3.5.8.

#### IN\_R1/B2 RTS PDU

The IN\_R1/B2 RTS PDU MUST be sent from the server to the successor inbound proxy on the successor IN channel to complete the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ServerReceiveWindowSize |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ServerReceiveWindowSize (8 bytes):** MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command specifying the **ReceiveWindow** size of the server. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

#### IN\_R2/A1 RTS PDU

The IN\_R2/A1 RTS PDU MUST be sent from the client to the inbound proxy on a successor IN channel to initiate the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| PredecessorChannelCookie (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 4.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the client [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command that is the cookie of the virtual connection to which this IN channel belongs. The Cookie command format is defined in section 2.2.3.5.4.

**PredecessorChannelCookie (20 bytes):** MUST be a Cookie command that is the cookie of the predecessor IN channel. The Cookie command format is defined in section 2.2.3.5.4.

**SuccessorChannelCookie (20 bytes):** MUST be a Cookie command identifying the successor IN channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### IN\_R2/A2 RTS PDU

The IN\_R2/A2 RTS PDU MUST be sent from the inbound proxy to the server on the IN channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**SuccessorChannelCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor IN channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### IN\_R2/A3 RTS PDU

The IN\_R2/A3 RTS PDU MUST be sent from the server to the outbound proxy on the OUT channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

#### IN\_R2/A4 RTS PDU

The IN\_R2/A4 RTS PDU MUST be sent from the outbound proxy to the client on the OUT channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

#### IN\_R2/A5 RTS PDU

The IN\_R2/A5 RTS PDU MUST be sent from the client to the inbound proxy on the predecessor instance of the IN channel to continue the establishment of a successor IN channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**SuccessorChannelCookie (20 bytes):** MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor IN channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### OUT\_R1/A1 RTS PDU

The OUT\_R1/A1 RTS PDU MUST be sent from the server to the outbound proxy on the OUT channel to initiate the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

#### OUT\_R1/A2 RTS PDU

The OUT\_R1/A2 RTS PDU MUST be sent from the outbound proxy to the client on the OUT channel to initiate the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

#### OUT\_R1/A3 RTS PDU

The OUT\_R1/A3 RTS PDU MUST be sent from the client to the [**successor outbound proxy**](#gt_de2ff21d-efb9-408e-9e0e-a5b5a271a851) on the successor OUT channel to initiate the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| PredecessorChannelCookie (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |
| OutboundProxyReceiveWindowSize |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 5.

**Version (8 bytes):**  MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the client [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command that is the cookie of the virtual connection that this OUT channel belongs to. The Cookie command format is defined in section 2.2.3.5.4.

**PredecessorChannelCookie (20 bytes):**  MUST be a Cookie command that is the cookie of the [**predecessor OUT channel**](#gt_7de85976-97a3-4be1-8262-aec25ade5da7). The Cookie command format is defined in section 2.2.3.5.4.

**SuccessorChannelCookie (20 bytes):**  MUST be a Cookie command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

**OutboundProxyReceiveWindowSize (8 bytes):**  MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command specifying the size of the **ReceiveWindow** for the client OUT channel. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

#### OUT\_R1/A4 RTS PDU

The OUT\_R1/A4 RTS PDU MUST be sent from the successor outbound proxy to the server on the OUT channel to initiate the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| PredecessorChannelCookie (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |
| ChannelLifetime |
| ... |
| OutboundProxyReceiveWindowSize |
| ... |
| OutboundProxyConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the bit-wise OR of the values "RTS\_FLAG\_RECYCLE\_CHANNEL" and "RTS\_FLAG\_OUT\_CHANNEL". The **NumberOfCommands** field of the RTS Header MUST be the value 7.

**Version (8 bytes):**  MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the lower of the outbound proxy [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol version and [OUT\_R1/A3](#Section_a5a32ca62279465aa2ed6c94c90a3526) protocol version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command that is the cookie of the virtual connection that this OUT channel belongs to. The Cookie command format is defined in section 2.2.3.5.4.

**PredecessorChannelCookie (20 bytes):**  MUST be a Cookie command that is the cookie of the predecessor OUT channel. The Cookie command format is defined in section 2.2.3.5.4.

**SuccessorChannelCookie (20 bytes):**  MUST be a Cookie command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

**ChannelLifetime (8 bytes):** MUST be a [ChannelLifetime](#Section_a882eb1bab884f49aec4eabeece54464) command specifying the lifetime in bytes of the OUT channel from the outbound proxy to the client. The ChannelLifetime command format is defined in section 2.2.3.5.5.

**OutboundProxyReceiveWindowSize (8 bytes):**  MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command specifying the size of the **ReceiveWindow** for the successor OUT channel to the outbound proxy. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

**OutboundProxyConnectionTimeout (8 bytes):**  MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifying the connection time-out for the OUT channel between the successor outbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3. This command is for troubleshooting purposes only and has no protocol significance. The server SHOULD ignore this value.

#### OUT\_R1/A5 RTS PDU

The OUT\_R1/A5 RTS PDU MUST be sent from the server to the [**predecessor outbound proxy**](#gt_8666cf11-949f-4946-bc61-c6539fa5691d) on the predecessor instance of the OUT channel to continue the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| Version |
| ... |
| OutboundProxyConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 3.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**Version (8 bytes):**  MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the lower of the server [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol version and [OUT\_R1/A4](#Section_ea81e319c4b64a95b4fcf819deb8bd42) version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**OutboundProxyConnectionTimeout (8 bytes):**  MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifying the connection time-out for the OUT channel between the successor outbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3. This command is used for troubleshooting purposes only and has no protocol significance. The predecessor outbound proxy SHOULD ignore this value.

#### OUT\_R1/A6 RTS PDU

The OUT\_R1/A6 RTS PDU MUST be sent from the predecessor outbound proxy to the client on the OUT channel to continue the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| Version |
| ... |
| OutboundProxyConnectionTimeout |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 3.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field of the Destination command MUST be set to value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**Version (8 bytes):**  MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the lower of the server [RPC over HTTP v2 Protocol](#Section_b9df172a9ebc4b93addc4278207e7ce3) version and [OUT\_R1/A4](#Section_ea81e319c4b64a95b4fcf819deb8bd42) version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**OutboundProxyConnectionTimeout (8 bytes):**  MUST be a [ConnectionTimeout](#Section_0fbae9272ff44caa80b94bf095f69867) command specifying the connection time-out for the OUT channel between the successor outbound proxy and the client. The ConnectionTimeout command format is defined in section 2.2.3.5.3. This command is useful for troubleshooting purposes only and has no protocol significance. The client SHOULD ignore this value.

#### OUT\_R1/A7 RTS PDU

The OUT\_R1/A7 RTS PDU MUST be sent from the client to the inbound proxy on the IN channel to continue the establishment of a successor OUT channel as part of the OUT\_R1 protocol sequence specified in section [3.2.1.5.3.4](#Section_b1a4f11cff804627b681c4d0b71c989f).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDServer, as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**SuccessorChannelCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### OUT\_R1/A8 RTS PDU

The OUT\_R1/A8 RTS PDU MUST be sent from the inbound proxy to the server on the IN channel to continue the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDServer, as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**SuccessorChannelCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### OUT\_R1/A9 RTS PDU

The OUT\_R1/A9 RTS PDU MUST be sent from the server to the predecessor outbound proxy to indicate to it that the successor [**virtual OUT channel**](#gt_e27b36bd-234e-4824-a011-27b0d6b658ad) was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R1/A10 RTS PDU

The OUT\_R1/A10 RTS PDU MUST be sent from the predecessor outbound proxy to the client to indicate that the successor virtual OUT channel was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R1/A11 RTS PDU

The OUT\_R1/A11 RTS PDU MUST be sent from the client to the successor outbound proxy to indicate to it that the successor virtual OUT channel was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R2/A1 RTS PDU

The OUT\_R2/A1 RTS PDU MUST be sent from the server to the outbound proxy on the OUT channel to initiate the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

#### OUT\_R2/A2 RTS PDU

The OUT\_R2/A2 RTS PDU MUST be sent from the outbound proxy to the client on the OUT channel to initiate the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

#### OUT\_R2/A3 RTS PDU

The OUT\_R2/A3 RTS PDU MUST be sent from the client to the successor outbound proxy on the successor OUT channel to continue initiating the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Version |
| ... |
| VirtualConnectionCookie (20 bytes) |
| ... |
| ... |
| PredecessorChannelCookie (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |
| ClientReceiveWindowSize |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_RECYCLE\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 5.

**Version (8 bytes):**  MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command specifying the client [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol version. The format of the RPC over HTTP v2 protocol Version command is defined in section 2.2.3.5.7.

**VirtualConnectionCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command that contains the cookie of the virtual connection that this OUT channel belongs to. The Cookie command format is defined in section 2.2.3.5.4.

**PredecessorChannelCookie (20 bytes):**  MUST be a Cookie command that contains the cookie of the predecessor OUT channel. The Cookie command format is defined in section 2.2.3.5.4.

**SuccessorChannelCookie (20 bytes):**  MUST be a Cookie command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

**ClientReceiveWindowSize (8 bytes):**  MUST be a [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) command specifying the size of the **ReceiveWindow** for the client OUT channel. The ReceiveWindowSize command format is defined in section 2.2.3.5.1.

#### OUT\_R2/A4 RTS PDU

The OUT\_R2/A4 RTS PDU MUST be sent from the outbound proxy to the server on the OUT channel to continue the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**SuccessorChannelCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### OUT\_R2/A5 RTS PDU

The OUT\_R2/A5 RTS PDU MUST be sent from the server to the outbound proxy to indicate to it that the successor virtual OUT channel was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient, as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R2/A6 RTS PDU

The OUT\_R2/A6 RTS PDU MUST be forwarded by the outbound proxy to the client as requested in the **Destination** field. It serves the same purpose as [OUT\_R2/A5](#Section_3ae2a86f800847c0a3f332ac0a7f44e5).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDClient, as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R2/A7 RTS PDU

The OUT\_R2/A7 RTS PDU MUST be sent from the client to the inbound proxy on the IN channel to continue the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |
| Version |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 3.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDServer, as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**SuccessorChannelCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

**Version (8 bytes):** MUST be a [Version](#Section_7df61494cb504b899e109799b8243203) command indicating the RPC over HTTP v2 protocol version as specified in section 2.2.3.5.7.

#### OUT\_R2/A8 RTS PDU

The OUT\_R2/A8 RTS PDU MUST be sent from the inbound proxy to the server on the IN channel to continue the establishment of a successor OUT channel.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| SuccessorChannelCookie (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OUT\_CHANNEL. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**Destination (8 bytes):**  MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The **Destination** field for the Destination command MUST be set to the value FDServer, as specified in section [2.2.3.3](#Section_e596c8e2008a45548f0c649940363a16). The Destination command format is defined in section 2.2.3.5.14.

**SuccessorChannelCookie (20 bytes):**  MUST be a [Cookie](#Section_16a4062c47df479a84c7e819fb042b81) command identifying the successor OUT channel cookie. The Cookie command format is defined in section 2.2.3.5.4.

#### OUT\_R2/B1 RTS PDU

The OUT\_R2/B1 RTS PDU MUST be sent from the server to the outbound proxy to indicate to it that the successor virtual OUT channel was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R2/B2 RTS PDU

The OUT\_R2/B2 RTS PDU MUST be sent from the server to the outbound proxy to indicate to it that the successor virtual OUT channel was not established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| NANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_NONE. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**NANCE (4 bytes):**  MUST be a [NegativeANCE](#Section_17d2aaa731be4080ae9fd52c3661be8f) command. The format of the NegativeANCE command is defined in section 2.2.3.5.10.

#### OUT\_R2/B3 RTS PDU

The OUT\_R2/B3 RTS PDU MUST be sent from the outbound proxy to the client to indicate to it that the successor virtual OUT channel was established successfully.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ANCE |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_EOF. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ANCE (4 bytes):**  MUST be an [ANCE](#Section_d78e54fdf1244eccadd90d96e93ec08c) command. The format of the ANCE command is defined in section 2.2.3.5.11.

#### OUT\_R2/C1 RTS PDU

The OUT\_R2/C1 RTS PDU MUST be sent from the client to the outbound proxy as part of the OUT\_R2 protocol sequence to fill up the predeclared content length for the OUT channel HTTP request defined in section [2.1.2.1.2](#Section_cafd81a5480b46be81d651100bc74f4e).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| EmptyOrPadding (variable) |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_PING. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**EmptyOrPadding (variable):**  MUST be an [Empty](#Section_14a63d479806442ab09bb1884124df3c) command or a [Padding](#Section_2d324deb4f204b45a5827730ce5df8b2) command. This RTS PDU MUST be exactly the same size as [OUT\_R1/A11](#Section_1ee2a69b7b1245f78ceed3fdb746dedd). Whichever of the two commands produces the desired PDU size MUST be used. If the Padding command is used, the value for the **ConformanceCount** field MUST be chosen such that PDU has a size equal to the size of OUT\_R1/A11. The Empty command format is defined in section 2.2.3.5.8. The Padding command format is defined in section 2.2.3.5.9.

#### Keep-Alive RTS PDU

The Keep-Alive RTS PDU is used outside a protocol sequence to tell the inbound proxy to modify the keep-alive settings on the IN channel between the inbound proxy and the server.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| ClientKeepalive |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OTHER\_CMD. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**ClientKeepalive (8 bytes):** MUST be a [ClientKeepalive](#Section_1317b6eb09d24d6888df34b2457289c0) command specifying the keep-alive interval that the client wants the inbound proxy to use for the IN channel between the inbound proxy and the server. The ClientKeepalive command format is defined in section 2.2.3.5.6.

#### Ping Traffic Sent Notify RTS PDU

The Ping Traffic Sent Notify RTS PDU SHOULD be sent from the outbound proxy to the server on the OUT channel from the server to the outbound proxy, informing the server that the outbound proxy has sent a given number of bytes as ping traffic and the server MUST adjust its OUT channel lifetime. This RTS PDU is sent outside other protocol sequences.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| PingTrafficSentNotify |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OTHER\_CMD. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**PingTrafficSentNotify (8 bytes):** MUST be a [PingTrafficSentNotify](#Section_b0e53b7f8229410fbd755f1b78aaa730) command specifying the number of bytes sent by the outbound proxy on the OUT channel between the outbound proxy and the client. The format of the PingTrafficSentNotify command is defined in section 2.2.3.5.15.

#### Echo RTS PDU

The Echo RTS PDU SHOULD be sent from the inbound or outbound proxy as the message body of the [**echo response**](#gt_968b1e3f-82a7-4fcb-8074-2acee86ab1b5) message defined in section [2.1.2.1.6](#Section_8c38f9333f5f4fce9316fab4472eaa56).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_ECHO. The **NumberOfCommands** field of the RTS Header MUST be the value 0.

#### Ping RTS PDU

The Ping RTS PDU SHOULD be sent from the client to the inbound proxy and from the outbound proxy to the client. This PDU is sent outside other protocol sequences.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_PING. The **NumberOfCommands** field of the RTS Header MUST be the value 0.

#### FlowControlAck RTS PDU

The FlowControlAck RTS PDU MUST be sent from any recipient to its sender, and the forwarding rules in section [3.2.1.5.2](#Section_f27f765865274acc9ccb577e340c263d) MUST be observed. This PDU is sent outside other protocol sequences.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| FlowControlAck (28 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OTHER\_CMD. The **NumberOfCommands** field of the RTS Header MUST be the value 1.

**FlowControlAck (28 bytes):** MUST be a [FlowControlAck](#Section_748607b81ecc4f73bcf86e26d6c26b77) command containing the flow control acknowledgment. The format of the FlowControlAck command is defined in section 2.2.3.5.2.

#### FlowControlAckWithDestination RTS PDU

The FlowControlAckWithDestination RTS PDU MUST be sent from any recipient to its sender, and the forwarding rules in section [3.2.1.5.2](#Section_f27f765865274acc9ccb577e340c263d) MUST be observed. This PDU is sent outside other protocol sequences.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| RTS Header (20 bytes) |
| ... |
| ... |
| Destination |
| ... |
| FlowControlAck (28 bytes) |
| ... |
| ... |

**RTS Header (20 bytes):** See section [2.2.3.6.1](#Section_5309833d075f40c487eb2630a89fd5c1). The **Flags** field of the RTS Header MUST be the value RTS\_FLAG\_OTHER\_CMD. The **NumberOfCommands** field of the RTS Header MUST be the value 2.

**Destination (8 bytes):** MUST be a [Destination](#Section_6e78ddfdb7d743d091fe2f3f5e9a8268) command. The Destination command format is defined in section 2.2.3.5.14.

**FlowControlAck (28 bytes):**  MUST be a [FlowControlAck](#Section_748607b81ecc4f73bcf86e26d6c26b77) command containing the flow control acknowledgment. The format of the FlowControlAck command is defined in section 2.2.3.5.2.

# Protocol Details

This section is divided into two parts. The first part defines the protocol roles and processing for [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2). The second part deals with roles and processing for [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3). The next paragraph specifies how the roles are assigned.

A client node SHOULD be capable of using both RPC over HTTP v1 and RPC over HTTP v2 protocol dialects. A client node SHOULD try to use the RPC over HTTP v2 protocol dialect first; if that fails, it SHOULD fall back to the RPC over HTTP v1 protocol dialect, unless it has knowledge obtained outside this protocol that RPC over HTTP v1 will not work. In this case, it MUST return an implementation-specific error to a higher-level protocol and not try RPC over HTTP v1.[<18>](#Appendix_A_18)

A server node SHOULD be capable of listening and responding to both RPC over HTTP v1 and RPC over HTTP v2 protocol dialects at the same time using the same network address and endpoint. Once a TCP/IP connection to it is established, the server MUST use the first PDU that it receives to determine whether the given TCP/IP connection will be used as part of an RPC over HTTP v1 virtual connection or an RPC over HTTP v2 virtual connection. If the server receives any RTS PDU, it MUST assume that this TCP/IP connection is part of an RPC over HTTP v2 virtual connection. If the first PDU the server receives on a given TCP/IP connection is an RPC PDU and not an RTS PDU, it MUST assume that the TCP/IP connection is part of an RPC over HTTP v1 virtual connection.

All proxies SHOULD be capable of listening and responding to both RPC over HTTP v1 and RPC over HTTP v2 requests at the same time using the same URL. If a proxy receives an HTTP request with an RPC\_CONNECT method, it MUST use the RPC over HTTP v1 protocol dialect and act as mixed proxy for this particular HTTP request. If it receives an HTTP request with the RPC\_IN\_DATA method, it MUST use the RPC over HTTP v2 protocol dialect and it MUST act in the inbound proxy role for this particular HTTP request. If a proxy receives an HTTP request with the RPC\_OUT\_DATA method, it MUST use the RPC over HTTP v2 protocol dialect and it MUST act in the outbound proxy role for this particular HTTP request.

When a proxy receives a message in a protocol dialect that it does not implement, it SHOULD process the message exactly as it processes any other message that it does not understand for the protocol dialects that it does implement. The processing rules for each protocol dialect are specified throughout this section.

## RPC over HTTP v1 Protocol Details

For all of its roles, [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) follows a very simple processing mechanism. Once the connection is established, the protocol acts as a pass-through mechanism where arriving data from the network is passed in an implementation-specific way to the next (higher) protocol layer without processing. Data sent by higher protocol layers is also sent on the network without processing.[<19>](#Appendix_A_19)

Details are given in the following sections.

### Client Details

The client adheres to the following state machine.



Figure : Client state machine

#### Abstract Data Model

None.

#### Timers

None.

##### Connection Setup Timer

The Connection setup timer MUST be set when the RPC connect HTTP request as specified in section [2.1.1.1.1](#Section_11dc1ed4d4d24a7eae87a56184c8f9c0) is sent. If this timer expires before the RPC connect response is received, the connection setup MUST treat this as a connection error and process it as specified in section [3.1.3.4.3](#Section_e9607f10ad3049e181eff6f4fee2609e).

#### Initialization

None.

#### Higher-Layer Triggered Events

The [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) client has three higher-layer triggered events: opening a connection (section [3.1.1.4.1](#Section_7eb9367eb3454aa8a7560e388614238f)), sending a PDU (section [3.1.1.4.2](#Section_ed6f93ed59d843f187a0bd6507b07744)), and closing a connection (section [3.1.1.4.3](#Section_98a3d4f3f3a2465dbbeea44b6a5294f9)).

##### Opening a Connection

When an implementation of a higher-level protocol calls an implementation of the RPC over HTTP Protocol to open a new connection to the server, this protocol MUST perform the following sequence of steps:

* Send an RPC connect HTTP request as specified in section [2.1.1.1.1](#Section_11dc1ed4d4d24a7eae87a56184c8f9c0). The server-name component of the URI as defined in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f) SHOULD be the network address given to RPC. The endpoint given to RPC will be placed in the server-port component of the URI as defined in section 2.2.2. Thus, the created HTTP request MUST be sent to a mixed proxy whose name is extracted from the network options given to the RPC runtime in an implementation-specific way.
* Move to a wait state and wait until a network event or a timeout occurs.

The protocol MUST treat any status code in the range 200 to 299, inclusive, as an indication of success. Any other status code MUST be treated by the protocol as a connection error and be processed as specified in section [3.1.3.4.3](#Section_e9607f10ad3049e181eff6f4fee2609e). If no RPC connect response is received (as specified in section [2.1.1.1.2](#Section_2c784d099e9a4012917b9462a5329be0)) before the timeout occurs, the protocol MUST treat this as a connection error and process it as specified in section 3.1.3.4.3.

If a connection is successfully opened, the protocol MUST cancel the Connection Setup timer.

##### Sending a PDU

When an implementation of a higher-level protocol calls an implementation of this protocol to send a PDU to the server, an implementation of this protocol MUST copy the PDU as a BLOB in the message body of the RPC connect request as specified in section [2.1.1.1.3](#Section_9c267af66d6a4a7fb9232ad79e6513d5) and MUST send it to the mixed proxy.

##### Closing a Connection

When a higher-level protocol calls an implementation of this protocol to close the connection, an implementation of this protocol MUST call to the lower-level protocol to close the connection to the server.

#### Message Processing Events and Sequencing Rules

A client that implements the [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) protocol dialect performs two message processing events: receiving a PDU (section [3.1.1.5.1](#Section_984852bb3eb241079e14bf8fc7512361)) and encountering a connection error (section [3.1.1.5.2](#Section_7f94a0b7b08144d69c21c3b27041927f)).

##### Receiving a PDU

When an implementation of this protocol receives a PDU, it MUST pass it on to a higher-layer protocol without modifying the contents of the PDU. This happens in an implementation-specific way.[<20>](#Appendix_A_20)

##### Encountering a Connection Error

When an implementation of this protocol encounters an error on a connection, it MUST indicate this error to a higher-level protocol in an implementation-specific way and MUST treat the connection as closed.[<21>](#Appendix_A_21)

#### Timer Events

None.

#### Other Local Events

None.

### Mixed Proxy Details

The mixed proxy adheres to the following state machine.



Figure : Proxy state machine

#### Abstract Data Model

 **Server Legacy Response Received**: A Boolean value that indicates whether a server legacy response was received and PDUs received can be consumed.

#### Timers

None.

#### Initialization

Implementations of this protocol MUST listen on HTTP/HTTPS URL namespace "/".

**Server Legacy Response Received** is initialized to false indicating a response has not yet been received.

#### Higher-Layer Triggered Events

None.

#### Message Processing Events and Sequencing Rules

A mixed proxy that implements the [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) protocol dialect performs three message processing events: receiving an RPC connect request (section [3.1.2.5.1](#Section_c33156028bf941b5a73be8a690812156)), receiving a PDU (section [3.1.2.5.2](#Section_7879f50235f2486d9a30e9a125520b61)), and encountering a connection close/connection error (section [3.1.2.5.3](#Section_69c1c88f4d2541b7a1e87253afadd761)).

##### RPC Connect Request Received

When a mixed proxy receives an RPC connect request, it MUST retrieve the server name and server port from the URI of the RPC connect request as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f). It MUST establish a TCP connection to the server using the server name and port. It then waits for the server legacy response defined in section [2.1.1.2.1](#Section_7fdecad1d1bf449780dd32d85371a155). The mixed proxy MUST NOT respond to PDUs received from the client as specified in section [3.1.2.5.2](#Section_7879f50235f2486d9a30e9a125520b61) until a server legacy response is received. When a server legacy response is received, the mixed proxy MUST respond to the client with the header of an RPC connect response as specified in section [2.1.1.1.2](#Section_2c784d099e9a4012917b9462a5329be0). It MUST also begin processing PDUs received in the message body of the RPC connect request from the client, as specified in section [2.1.1.1.3](#Section_9c267af66d6a4a7fb9232ad79e6513d5), as well as PDUs coming from the server.

##### PDU Received

A mixed proxy may receive a PDU from the client or server. If a PDU is received from the client as defined in section [2.1.1.1.3](#Section_9c267af66d6a4a7fb9232ad79e6513d5), it MUST forward the PDU to the server. If a PDU is received from the server, it MUST forward it to the client as specified in section [2.1.1.1.4](#Section_c19274c5e0884d61aa3ba899933c50ba).

##### Connection Close or Connection Error Encountered

Connection close and connection error MUST be handled identically. This section discusses connection close only.

A connection close can be initiated by either the client or the server. If a connection close is initiated by the client, the mixed proxy MUST close the connection to the server and transition to the closed state. If a connection close is initiated by the server, the mixed proxy MUST close the connection to the client and transition to the closed state.

#### Timer Events

None.

#### Other Local Events

None.

### Server Details

The server adheres to the following state machine.



Figure : Server state machine

#### Abstract Data Model

None.

#### Initialization

Implementations of this protocol MUST listen on a TCP endpoint defined by a higher-level protocol.

#### Higher-Layer Triggered Events

This section specifies the processing that MUST occur when a higher-layer protocol sends a PDU on a server that implements the [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) protocol dialect.

##### Sending a PDU

When a higher-layer protocol sends a PDU on a server that implements the [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) protocol dialect, the PDU MUST be sent to the mixed proxy.

#### Message Processing Events and Sequencing Rules

A server that implements the [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) protocol dialect performs three message processing events: establishing a connection (section [3.1.3.4.1](#Section_90002a6bdd6b405689a0c68fe6d970ce)), receiving a PDU (section [3.1.3.4.2](#Section_8c8e3e2ce6de47a684221f06d9c5f1d2)), and encountering a connection error (section [3.1.3.4.3](#Section_e9607f10ad3049e181eff6f4fee2609e)).

##### Establishing a Connection

When a connection to the server is established, the server MUST send a server legacy response as specified in section [2.1.1.2.1](#Section_7fdecad1d1bf449780dd32d85371a155) and move to the opened state.

##### Receiving a PDU

When an implementation of this protocol receives a PDU, it MUST pass it on to a higher-layer protocol without modifying the contents of the PDU. This happens in an implementation-specific way.[<22>](#Appendix_A_22)

##### Encountering a Connection Error

When an implementation of this protocol encounters an error on a connection, it MUST indicate this error to a higher-level protocol in an implementation-specific way and MUST transition to the closed state.[<23>](#Appendix_A_23)

#### Timers

None.

#### Timer Events

None.

#### Other Local Events

None.

## RPC over HTTP v2 Protocol Details

The client and server do not have fixed roles; each software agent that has an implementation of this protocol may act as a client, as a server, or as both. The role that a given network node assumes is determined by which local interface ([[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 8.1) the higher-layer protocol uses and which protocol sequence is used. If the higher-layered protocol uses the ncacn\_http RPC protocol sequence, as specified in [MS-RPCE] section 3, and invokes **RpcBindingFromStringBinding** or equivalent, then this software agent acts as a client. If the higher-layered protocol uses the ncacn\_http RPC protocol sequence, as specified in [MS-RPCE] section 3, and invokes **RpcServerUseProtseq** or equivalent, then this software agent acts as a server.

The inbound proxies and outbound proxies are software processes that run on a network node and are usually set up by a network administrator. A single software agent can act as an inbound proxy, an outbound proxy, or both. A proxy MUST act as an inbound proxy if it gets an IN channel request as defined in section [2.1.2.1.1](#Section_796bce8c4d8643d8b0079b0d49437768). It MUST act as an outbound proxy if it gets an OUT channel request as defined in section [2.1.2.1.2](#Section_cafd81a5480b46be81d651100bc74f4e). The scope of the role it assumes is for the [**virtual IN channel**](#gt_c8dfd3e6-ebe0-4107-961f-648cecf9139b) or OUT channel. A single network node can act as inbound proxy for a given virtual IN channel and at the same time as an outbound proxy for a given virtual OUT channel.

### Common Details

Several processing aspects are either common between all [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol roles or impact multiple roles. They are described in this section.

#### Abstract Data Model

This section specifies the elements of the abstract data model for [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3). Those elements include the relationship between the different abstractions (section [3.2.1.1.1](#Section_59f72882372d4b8b85918a10d7e4857e)), [**receive windows**](#gt_411c71b6-8755-4676-83fd-ade53f726c3a) and flow control (section [3.2.1.1.4](#Section_c51147e51353416596717e04df126872)), and connection time-out (section [3.2.1.1.6.1](#Section_73422293348a4fccb2a1920e2a843502)).

##### Virtual Connection, Virtual Channel Hierarchy, and Protocol Variables

Each role specified by this protocol need to maintain a hierarchical data structure where at most one virtual IN and at most one virtual OUT channel are associated with a virtual connection, where each role MAY execute on separate network nodes.

The virtual channels that are components of a given virtual connection are defined to belong to this virtual connection. Each virtual connection is identified uniquely among a client, any number of inbound proxies, any number of outbound proxies, and a serverby using an RTS cookie known as a virtual connection cookie. Multiple inbound and outbound proxies MAY be deployed in conjunction with a TCP layer or HTTP layer load balancer to improve scalability and reliability. All load balancing MUST be performed in a manner transparent to the client. All roles defined by this protocol maintain a protocol variable to store the virtual connection cookie for a specific virtual connection. The virtual connection cookie is generated by the client. Other parties acquire the cookie by exchanging one or more PDUs with the client.

Each virtual IN channel is composed of an IN channel between a client and an inbound proxy and a second IN channel between an inbound proxy and a server.

Each virtual OUT channel is composed of an OUT channel between a client and an outbound proxy and a second OUT channel between an outbound proxy and a server.

Both of these channels are defined to be components of the virtual channel and transitively to be components of the virtual connection. It is also said that they belong to the virtual channel and transitively to the virtual connection.

The relationship is illustrated by the following diagram.



Figure : Virtual connection hierarchy

Each IN channel and OUT channel instance is identified uniquely among a client, one or more inbound proxies, one or more outbound proxies, and a server using an RTS cookie known as a "channel cookie".

As specified in sections [2.1.2.1.7](#Section_771c04c4b64047d49681561c7b1fcbc5) and [2.1.2.1.8](#Section_8aee143a52b643deb442e56b500199b5), both virtual IN channel and virtual OUT channel are limited to transmitting only a certain number of bytes. For a virtual connection to be capable of sending an unlimited number of bytes, it must be able to discard IN channels or OUT channels whose lifetime has expired and replace them with successor IN channels or OUT channels. The process of discarding a predecessor IN channel or OUT channel and establishing a successor IN channel or OUT channel while ensuring that the reliable, in-order, at-most-once delivery guarantee is maintained is called channel recycling. The successor IN channel or OUT channel is called a predecessor replacement channel. During the recycling process, there is a period of time when both a predecessor channel and a successor channel instance are available. One of these is called the default channel, and the other is called the nondefault channel. The protocol sequences and message processing rules throughout section [3](#Section_c99b32c5d9d5475dacd53417f8b5bba3) specify which channel is the default in each particular case.

Every instance of a role belonging to this protocol maintains common abstract data elements for the Virtual Connection, the Virtual Connection Cookie Table, the Sending Channel, the Receiving Channel, and the Ping Originator. The abstract data elements and model for these common elements are described in the immediately following sections.

For each role that this protocol can operate in, additional abstract data elements are required. They are described in the following sections:

* Server role Abstract Data Model: section [3.2.5.1](#Section_48585b4e771a4f96bfc639bdf561c725)
* Inbound Proxy role Abstract Data Model: section [3.2.3.1](#Section_4026183b48094351987cda047293f114)
* Outbound Proxy role Abstract Data Model: section [3.2.4.1](#Section_b1c8cc0b7c944b38848213c380130cee)
* Client role Abstract Data Model: section [3.2.2.1](#Section_60aa880f56c84b9f9df29d94f0b26517)

##### Virtual Connection Cookie Table

Implementations of this protocol MUST maintain a **Virtual Connection Cookie Table** indexed by the virtual connection RTS cookie. Each row in the table contains:

* The virtual connection RTS cookie ([2.2.3.1](#Section_3563e3462c3f439da06cc71223ac13e5)).
* A reference to the virtual connection.

 When the reference count drops to zero, the row in the table MUST be deleted. The table size is limited by the host operating system memory constraints.

##### Virtual Connection ADM Elements

**Virtual Connection Cookie**

Implementations of this protocol MUST maintain a Virtual Connection Cookie that is a RTS cookie ([2.2.3.1](#Section_3563e3462c3f439da06cc71223ac13e5)). The value of the Virtual Connection Cookie is the same as the Virtual Connection RTS cookie for this Virtual Connection in the Virtual Connection Cookie Table.

**Virtual Connection State**

Implementations of this protocol MUST maintain a protocol variable for the Virtual Connection State which is used to track the current state in the role-specific state machine. Each role initializes the Virtual Connection State to a role-specific state value.

**Default IN Channel**

Implementations of this protocol MUST maintain a reference to the Default IN Channel. During channel recycling, a Virtual Connection has two IN channels active.

A default IN channel is a protocol variable that indicates which of the two channels is the default channel. Outside channel recycling, there is only one IN channel at a given point in time, and this channel is always considered the default channel. The default channel MUST be used for sending all RPC PDUs. Sending of RTS PDUs is specified in section [3.2.2.4.2](#Section_147454ee2d8f4f088fc527b399645e2f).

**Non-Default IN Channel**

Implementations of this protocol MUST maintain a reference to the Non-Default IN Channel. During channel recycling, a Virtual Connection has two IN channels active.

**Default IN Channel Cookie**

Implementations of this protocol MUST maintain an RTS cookie (2.2.3.1) for the Default IN Channel.

**Non-Default IN Channel Cookie**

Implementations of this protocol MUST maintain an RTS cookie (2.2.3.1) for the Non-Default IN Channel.

**Default OUT Channel**

Implementations of this protocol MUST maintain a reference to the Default OUT Channel.

**Non-Default OUT Channel**

Implementations of this protocol MUST maintain a reference to the Non-Default OUT Channel.

**Default OUT Channel Cookie**

Implementations of this protocol MUST maintain an RTS cookie (2.2.3.1) for the Default OUT Channel.

**Non-Default OUT Channel Cookie**

Implementations of this protocol MUST maintain an RTS cookie (2.2.3.1) for the Non-Default OUT Channel.

**Protocol Version**

Implementations of this protocol MUST maintain a variable to contain the ProtocolVersion which is of unsigned integer type. A value of 1 indicates RPC/HTTP2 version of the protocol.

**AssociationGroupId**

Implementations of this protocol MUST maintain an RTS cookie (2.2.3.1) called AssociationGroupId that can be used by higher-layer protocols to link multiple virtual connections.

##### Sending Channel and Receiving Channel

Each IN channel or OUT channel has two parties: a sender and a recipient. This section specifies an abstract data model that senders and recipients MUST adhere to in order to implement flow control for this protocol. This protocol specifies that only RPC PDUs are subject to the flow control abstract data model. RTS PDUs and the HTTP request and response headers are not subject to flow control. Implementations of this protocol MUST NOT include them when computing any of the variables specified by this abstract data model.

The following sections define the separate protocol variables that are part of the receive windows and flow control data model.

**Sending Channel**

**PlugState**

Implementations of this protocol MUST maintain a Boolean value named PlugState to represent if the Sending Channel is in the [**Plugged Channel Mode**](#gt_2dbf9018-c181-484e-9843-127e711929cf) or the [**Unplugged Channel Mode**](#gt_c8dc7aa5-feaa-451b-854f-6db2f7173369).

**SendQueue**

In the context of receive windows and flow control, a sender MUST maintain a queue of PDUs that are required to be sent. The size and maximum length of the SendQueue are implementation-specific and on Windows implementations, bounded by available system memory.

**ChannelLifeTimeSent**

The sender MUST keep track of the total bytes sent over the IN channel or OUT channel instance it uses to send PDUs. This abstract variable is called BytesSent. This variable MUST be the integer count of bytes that the connection has sent. BytesSent will have the inclusive range of zero and two gigabytes (the max of ChannelLifeTime).

**Sender AvailableWindow**

The sender MUST keep track of the local size, in bytes, of the available **ReceiveWindow**. This variable is called **Sender AvailableWindow**.

**PeerReceiveWindow**

The sender MUST keep track of the size, in bytes, of the maximum receiving channel's ReceiveWindow.

##### Receiving Channel

###### ReceiveWindow

The first element of the abstract data model is the concept of a receive window. A receiver determines what amount of machine memory it is can commit to queue PDUs received from the sender. This amount of memory is called a receive window, and on the abstract level, the receiver MUST treat the ReceiveWindow data structure as a queue. The receiver SHOULD choose an initial value for the receive window based on an implementation-specific algorithm.[<24>](#Appendix_A_24)

ReceiveWindowSize

This element of the abstract data model is an unsigned 32-bit number indicating the size of the receive window.

Receiver AvailableWindow

As the receiver queues and releases PDUs in its **ReceiveWindow**, it MUST locally keep track of how much space it has left in its **ReceiveWindow**, in bytes. The size of the **ReceiveWindow** minus the sum of the size of all RPC PDUs that the receiver queued in this **ReceiveWindow** is called Receiver AvailableWindow. Receiver AvailableWindow can range from 0 to the value of receive window.

Recipient BytesReceived

The receiver MUST maintain an unsigned 32-bit **BytesReceived** variable that tracks the total bytes received on the IN channel or OUT channel instance.

AvailableWindowAdvertised

The AvailableWindowAdvertised variable MAY be maintained by implementations of this protocol. Implementations of this protocol MAY implement the flow control algorithm without using this variable. In the latter case, implementations of this protocol can skip the rest of this section.[<25>](#Appendix_A_25)

If an implementation maintains this protocol variable, it SHOULD follow the abstract data model specified in the rest of this section.

As specified in section [3.2.1.4.1.1](#Section_b724fb23036648daa41124673fbeb946), each time a receiver sends a flow control acknowledgment to the sender, it MUST advertise the size of the Receiver AvailableWindow field.

The AvailableWindowAdvertised variable keeps track of the value of the Receiver AvailableWindow field the last time the receiver advertised it to the sender. The AvailableWindowAdvertised variable is initialized to be the same size as the **ReceiveWindow** variable.

##### Ping Originator

When the SendingChannel is part of a virtual connection in an Outbound Proxy or Client role (transmitting HTTP data), the SendingChannel maintains additional protocol variables called the Ping Originator.

###### ConnectionTimeout

Network agents handling HTTP traffic often time out connections that are perceived as idle. An implementation of this protocol SHOULD try to prevent virtual connections that are still in use from being timed out by network agents handling the HTTP traffic. If network agents do time out connections perceived as idle, clients, inbound proxies, and outbound proxies MUST maintain an abstract variable, which is the amount of time that the network agents handling the HTTP traffic are likely to allow an RPC over HTTP channel to remain open and idle. That abstract variable is called **ConnectionTimeout**. **ConnectionTimeout** can range in value from 30 seconds to 1800 seconds.

Implementations of this protocol prevent IN channels and OUT channels that are in use from being timed out by network agents by sending small packets between the client and the inbound proxy and between the outbound proxy and the client. Details on this process are provided in the sections for the client (section [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315)) or for the outbound proxy (section [3.2.4](#Section_b7b1519a01294c6e9e259515cc1f974f)), respectively.

###### LastPacketSentTimestamp

The protocol MUST maintain a timestamp indicating the last time a packet was sent on this SendingChannel.

**PingTimer**

The SendingChannel MUST maintain a timer on expiration indicates a PING PDU must be sent to the receiving channel. The PING PDU is sent to the receiving channel when no data has been sent within half of the time value of the **KeepAliveInterval**.

###### KeepAlive Interval

[KeepAlive interval](#Section_613ab02382574400b13ed43b7a10d3c9) is a protocol variable that may be changed by higher layers. Implementations of this protocol SHOULD interpret this variable as the maximum time interval that a higher layer can wait before it establishes with certainty whether the server has dropped out of a conversation.

The higher-level Remote Procedure Call Protocol Extensions specify usage of this in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 3.3.2.2.1. In TCP RPC transport (ncacn\_ip\_tcp), the Remote Procedure Call Protocol Extensions specify that the keep-alive interval is changed. In HTTP RPC transport, this protocol variable is changed instead.

#### Timers

##### PingTimer

If the SendingChannel is part of a Virtual Connection in the Outbound Proxy or Client roles, the SendingChannel maintains a PingTimer that on expiration indicates a PING PDU must be sent to the receiving channel. The PING PDU is sent to the receiving channel when no data has been sent within half of the value of the KeepAliveInterval.

The PingTimer expiration time is set to half of the value of the KeepAlive Interval. When the PingTimer expires, the protocol MUST determine if the time since the LastPacketSentTimestamp is greater than half of the value of the KeepAliveInterval. If so, the protoclol MUST send a PING PDU to the receiving channel.

##### Connection Timeout Timer

The connection timeout timer interval is controlled by the [ConnectionTimeout (section 3.2.1.1.6.1)](#Section_73422293348a4fccb2a1920e2a843502) protocol variable. The interval of this timer MUST be changed to the value of the connection timeout protocol variable each time the protocol variable is changed.

#### Initialization

This section specifies the initialization steps that are common among all roles in the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect.

* [BytesSent (section 3.2.1.1.4)](#Section_c51147e51353416596717e04df126872) is initialized to 0 bytes.
* [Recipient BytesReceived (section 3.2.1.1.5.1.3)](#Section_cb7b66206c724eca979ced3fbe76c679) is initialized to 0 bytes.
* [Receiver AvailableWindow (section 3.2.1.1.5.1.2)](#Section_d51071f44c714eb4abdcb2d598f0f1ba) is initialized to 0 bytes.
* Sender AvailableWindow (section 3.2.1.1.4) is initialized to the value of **ReceiveWindow** on the recipient side.
* [ConnectionTimeout (section 3.2.1.1.6.1)](#Section_73422293348a4fccb2a1920e2a843502) is initialized to an implementation specific value within the range of 30 seconds to 1800 seconds.[<26>](#Appendix_A_26)
* **Default IN Channel** is initialized to the first or primary channel. When the server is initialized, there is only one IN channel.
* **KeepAlive Interval** is initialized to zero and is interpreted as having no keep alive requested by the higher-layer protocol.
* **Default OUT Channel** is initialized to indicate the first or primary OUT channel. Except during channel recycling, which is not active when the server is first initialized, there is only a single OUT channel.
* **Virtual Connection Cookie Table** is initialized to an empty table.

##### Flow Control and ReceiveWindow Processing

The receiver MUST advertise the size of the **ReceiveWindow** using the [ReceiveWindowSize](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a) RTS command as defined in section 2.2.3.5.1, and the sender MUST initialize its abstract data model from this RTS command and initialize the **Send Queue** to an initial empty state. This advertising happens in a way that is specific to each role and, as such, is defined in the section for each specific role.

##### BytesSent

The abstract data model MUST initialize [BytesSent (section 3.2.1.1.4)](#Section_c51147e51353416596717e04df126872) to zero.

#### Higher-Layer Triggered Events

This section specifies the flow control and **ReceiveWindow** processing rules that are common among all roles in the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect.

##### Flow Control and ReceiveWindow Higher-Layer Triggered Events

###### Consuming RPC PDUs

Per the abstract data model defined in section [3.2.1.1.5.1](#Section_cbed1eb34cc142baaf5ad6fe7ff86a83), the **ReceiveWindow** can be modeled as a queue. On the client and server, the act of releasing an RPC PDU from the **ReceiveWindow** by a higher layer is called consuming this RPC PDU. On the inbound and outbound proxies, the act of forwarding an RPC PDU from the **ReceiveWindow** to the next hop is also called consuming this RPC PDU. This section defines common processing for consuming an RPC PDU.

When the recipient consumes an RPC PDU from the **ReceiveWindow**, it recalculates the [Receiver AvailableWindow](#Section_d51071f44c714eb4abdcb2d598f0f1ba) defined in section 3.2.1.1.5.1.2. If the Receiver AvailableWindow is determined to be greater than an implementation-specific threshold (as defined later in this section), the recipient will send to the sender a [FlowControlAck RTS PDU](#Section_4a460af8f83a449084b68886e00ac306) as specified in section 2.2.4.50, indicating in the command the value of the protocol variable BytesReceived on the channel instance, the Receiver AvailableWindow during the time the FlowControlAck RTS PDUs was sent, and the channel cookie specified for this channel in section [3.2.1.1.1](#Section_59f72882372d4b8b85918a10d7e4857e). The receiver SHOULD choose a threshold value that keeps the number of FlowControlAck RTS PDUs small, while avoiding the sender queuing packets on high-latency links.

The [AvailableWindowAdvertised](#Section_bd10cd75cddd43d6883bbe4c6280ba69) variable is updated to the Receiver AvailableWindow that was set in the last FlowControlAck RTS PDU.[<27>](#Appendix_A_27)

###### Queuing RPC PDUs

Whenever an RPC PDU is to be sent, the sender MUST queue the respective PDU on the send queue, and then follow the logic in sequence as in section [3.2.1.4.1.3](#Section_e79748fd5c224e37a228b7c9719093ae).

###### Dequeuing RPC PDUs

If the Sender AvailableWindow is greater than the number of bytes in the first queued RPC PDU, the implementation MUST send queued PDUs in order until either no RPC PDUs remain in the queue or the Sender AvailableWindow is less than the number of bytes in the next queued RPC PDU.

Each time an RPC PDU is dequeued, an implementation MUST do the following:

* Increment the BytesSent protocol variable by the number of bytes in the RPC PDU sent.
* Decrement the Sender AvailableWindow by the same amount.

#### Message Processing Events and Sequencing Rules

This section specifies flow control and receive-window processing rules, PDU forwarding rules, and protocol sequences that are common among all roles in the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect.

##### Flow Control and ReceiveWindow Processing

This section specifies flow control (section [3.2.1.5.1.2](#Section_8fd1f4d8ce05440eb9d24ea503998a83)) and **ReceiveWindow** (section [3.2.1.5.1.1](#Section_2dbdf945899146f786b0cc86225a9b25)) processing rules common among all roles in the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect.

###### Receiving RPC PDUs

As it receives RPC PDUs, an implementation of this protocol MUST queue the PDUs in its **ReceiveWindow**. As it queues the PDUs, the recipient MUST do the following:

* Decrement [Receiver AvailableWindow](#Section_d51071f44c714eb4abdcb2d598f0f1ba) by the number of bytes in the RPC PDU it queued.
* Increment [BytesReceived](#Section_cb7b66206c724eca979ced3fbe76c679) by the same amount.
* If a protocol implementation implements [AvailableWindowAdvertised](#Section_bd10cd75cddd43d6883bbe4c6280ba69), decrement it by the same amount.

When the sender receives a [FlowControlAck RTS PDU](#Section_4a460af8f83a449084b68886e00ac306), it MUST use the following formula to recalculate its Sender AvailableWindow variable:

Sender AvailableWindow = Receiver AvailableWindow\_from\_ack - (BytesSent - BytesReceived\_from\_ack).

Where:

Receiver AvailableWindow\_from\_ack is the Available Window field in the FlowControl Acknowledgement Structure (section [2.2.3.4](#Section_58b81c24672f4fe8af39c0f22ceb2aa3)) in the PDU received.

BytesReceived\_from\_ack is the Bytes Received field in the Flow Control Acknowledgement structure in the PDU received.

If the Receiver AvailableWindow becomes negative or becomes greater than the **ReceiveWindow** advertised by the recipient, a sender SHOULD treat the FlowControlAck RTS PDU as an invalid PDU and process it according to the rules for processing invalid PDUs, as defined in the section for the respective role.

###### FlowControlAck RTS PDU

All senders of RTS PDUs process flow control acknowledgment RTS PDUs as specified in section [2.2.4.50](#Section_4a460af8f83a449084b68886e00ac306) identically. An implementation MUST execute the following sequence of steps to process a FlowControlAck RTS PDU in this order:

* A FlowControlAck RTS PDU is received on some channel.
* The **ChannelCookie** field from the [FlowControlAck](#Section_748607b81ecc4f73bcf86e26d6c26b77) RTS command is compared against the channel cookies for all channels belonging to this virtual connection, and a matching channel is selected. If no matching channel can be found, an implementation of this protocol MUST discard the PDU and MUST NOT do any further processing for this PDU.
* Recalculate its local copy of Sender AvailableWindow using the following formula:

Sender AvailableWindow = Sender AvailableWindow\_from\_ack - (BytesSent - BytesReceived\_from\_ack).

Where:

Sender AvailableWindow\_from\_ack is the Available Window field in FlowControl Acknowledgement Structure (section [2.2.3.4](#Section_58b81c24672f4fe8af39c0f22ceb2aa3)) in the PDU received.

BytesReceived\_from\_ack is the Bytes Received field in the Flow Control Acknowledgement structure specified.

* Dequeue any RPC PDUs possible as specified in section [3.2.1.4.1.3](#Section_e79748fd5c224e37a228b7c9719093ae).

###### ReceiveWindowSize

When processing a **ReceiveWindowSize** RTS command ([2.2.3.5.1](#Section_7e1697cbfe614a6cbb5d6fc1b2be158a)), an implementation of this protocol MUST set its **ReceiveWindowSize** ADM ([3.2.1.1.5.1.1](#Section_28541a34e5e6441eb0eb0d8888955406)) to the value of the **ReceiveWindowSize** field in this command.

##### PDU Forwarding

The [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) IN channels and OUT channels that are based on an HTTP or HTTPS transport are half duplex. This means that one party may not be able to send a PDU to another party if the half-duplex channel is going in the other direction. To resolve this problem, RPC over HTTP v2 uses the concept of RTS PDU forwarding. When RTS PDU forwarding is used, a sender MUST mark a PDU as needing forwarding by setting an RTS destination command in the PDU. An implementation of this protocol MUST NOT add a destination command to a RTS PDU that does not have a destination command already. Only RTS PDUs that already have a destination command are subject to forwarding. Once the RTS PDU is marked for forwarding, a sender acts on the fact that only the IN channel between client and inbound proxy and the OUT channel between the client and the outbound proxy are half duplex and MUST send the RTS PDU to the next hop according to the following table.

|  Sender  |  Destination  |  Next hop  |
| --- | --- | --- |
| client | inbound proxy | direct |
| client | outbound proxy | inbound proxy |
| client | server | inbound proxy |
| inbound proxy | outbound proxy | server |
| inbound proxy | client | server |
| inbound proxy | server | direct |
| outbound proxy | inbound proxy | server |
| outbound proxy | client | direct |
| outbound proxy | server | direct |
| server | inbound proxy | direct |
| server | outbound proxy | direct |
| server | client | outbound proxy |

If a sender has a "direct" value in the next hop column of the routing table, it MUST NOT use the forwarding mechanism but instead MUST send the PDU directly.

Upon receiving such an RTS PDU, the receiver MUST forward the PDU to the next hop, which MUST be determined by indexing the preceding table by its own role as the value of the sender column and the destination as the value of the destination column.

##### Protocol Sequences

This section provides diagrams and explanations that facilitate understanding sections [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315), [3.2.3](#Section_941ce8f28da74572b442ea1b18a18abf), [3.2.4](#Section_b7b1519a01294c6e9e259515cc1f974f), and [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a). It is not intended to replace these sections. The diagrams in this section illustrate at a high level the flow of RTS PDUs among the different roles during the different protocol sequences. They can be used to put into context the definitions used throughout the rest of the document.

###### Connection Establishment

The connection establishment protocol sequence illustrates establishing a virtual connection between a client and a server. The name of this sequence is CONN. It has three PDU groups.

|  Group name  |  Meaning  |
| --- | --- |
| A | PDUs sent on the OUT channels that initiate and perform the virtual connection establishment |
| B | PDUs sent on the IN channel |
| C | PDUs sent on the OUT channels that complete virtual connection establishment |



Figure : Connection establishment protocol sequence

The references for the PDUs used in this protocol sequence are as follows.

|  Diagram label  |  PDU name and reference section  |
| --- | --- |
| IN channel request | [IN Channel Request (section 2.1.2.1.1)](#Section_796bce8c4d8643d8b0079b0d49437768) |
| OUT channel request | [OUT Channel Request (section 2.1.2.1.2)](#Section_cafd81a5480b46be81d651100bc74f4e) |
| OUT channel response | [Out Channel Response (section 2.1.2.1.4)](#Section_15d11e7e400e4c7988694c3392fe7884) |
| Legacy server response | [Legacy Server Response (section 2.1.2.2.1)](#Section_34df106842da4b7787251491b3e47097) |
| A1 | [CONN/A1 RTS PDU (section 2.2.4.2)](#Section_cf6b110dc3224bb7bbc71e8c9584ca78) |
| A2 | [CONN/A2 RTS PDU (section 2.2.4.3)](#Section_e0bc3951715a466cb5a52294b24050b8) |
| A3 | [CONN/A3 RTS PDU (section 2.2.4.4)](#Section_8b0f1fe982f24775bebfbf0e4705613a) |
| B1 | [CONN/B1 RTS PDU (section 2.2.4.5)](#Section_f3b9afb142ad4d1cb0a9cd85272b58c0) |
| B2 | [CONN/B2 RTS PDU (section 2.2.4.6)](#Section_7333ce146db744328da16bafae338e47) |
| B3 | [CONN/B3 RTS PDU (section 2.2.4.7)](#Section_fc4d094e997a4ff5b2d62dd35a74b7f1) |
| C1 | [CONN/C1 RTS PDU (section 2.2.4.8)](#Section_e3f885e6fed1434fa6ef0c77396e1c77) |
| C2 | [CONN/C2 RTS PDU (section 2.2.4.9)](#Section_10aa0fe8768f4546a58cea6b95fc12e5) |

The processing rules for this protocol sequence are specified in sections [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315) through [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a) of this specification.

**Note**  In an effort to improve readability, the establishments of TCP connections are not shown in the figure.

###### IN Channel Recycling 1

The IN channel recycling 1 protocol sequence illustrates recycling of a virtual IN channel. The name of this sequence is IN\_R1. It has two PDU groups.

|  Group name  |  Meaning  |
| --- | --- |
| A | PDUs that initiate and perform the virtual channel recycling |
| B | PDUs that complete the virtual channel recycling |

The following diagram depicts the sequence of events in the IN channel recycling 1 protocol.



Figure : IN channel recycling 1 protocol sequence

The references for the PDUs used in this protocol sequence are shown in the following table.

|  Diagram label  |  PDU name and reference section  |
| --- | --- |
| IN channel request | [IN Channel Request (section 2.1.2.1.1)](#Section_796bce8c4d8643d8b0079b0d49437768) |
| Legacy server response | [Legacy Server Response (section 2.1.2.2.1)](#Section_34df106842da4b7787251491b3e47097) |
| A1 | [IN\_R1/A1 RTS PDU (section 2.2.4.10)](#Section_f74df8d176f34f039e9b00fae1871940) |
| A2 | [IN\_R1/A2 RTS PDU (section 2.2.4.11)](#Section_f17ca4fde8644dd38c18abfc9d69285e) |
| A3 | [IN\_R1/A3 RTS PDU (section 2.2.4.12)](#Section_130b8d39899e4847bbf031b197abbd5f) |
| A4 | [IN\_R1/A4 RTS PDU (section 2.2.4.13)](#Section_0bf9543eb3f64d8c9ac47737929f028c) |
| A5 | [IN\_R1/A5 RTS PDU (section 2.2.4.14)](#Section_2c6f6ac6e337436886bd5a9ce7fba8a7) |
| A6 | [IN\_R1/A6 RTS PDU (section 2.2.4.15)](#Section_e2cda47773c34b398502af7371699835) |
| B1 | [IN\_R1/B1 RTS PDU (section 2.2.4.16)](#Section_5d3d0215e7da4808b1740b31747555bc) |
| B2 | [IN\_R1/B2 RTS PDU (section 2.2.4.17)](#Section_38042a9368734051bf58b4d9cebeaf04) |

The processing rules for this protocol sequence are specified in sections [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315) through [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a) of this specification.

**Note**  In an effort to improve readability, the establishments of TCP connections are not shown in the figure.

###### IN Channel Recycling 2

The IN channel recycling 2 protocol sequence illustrates recycling of a virtual IN channel. The name of this sequence is IN\_R2. This protocol sequence is very similar to protocol sequence IN\_R1. They start identically, and only when processing [IN\_R1/A1 RTS PDU](#Section_f74df8d176f34f039e9b00fae1871940) do they diverge based on dynamic decisions made by the inbound proxy as defined in section [3.2.3.5.5](#Section_0be519867f0b47e4b50314609561c072). This protocol sequence has a single PDU group: A.

The following diagram depicts the sequence of events in the IN channel recycling 2 protocol.



Figure : IN channel recycling 2 protocol sequence

The references for the PDUs used in this protocol sequence are as follows.

|  Diagram label  |  PDU name and reference section  |
| --- | --- |
| IN channel request | [IN Channel Request (section 2.1.2.1.1)](#Section_796bce8c4d8643d8b0079b0d49437768) |
| A1 | [IN\_R2/A1 RTS PDU (section 2.2.4.18)](#Section_6fa11428f60147ef878afb6b287cb2f8) |
| A2 | [IN\_R2/A2 RTS PDU (section 2.2.4.19)](#Section_025bac0d61814e0eb3fdf4f43cfbc51a) |
| A3 | [IN\_R2/A3 RTS PDU (section 2.2.4.20)](#Section_29f05d56883246be82d742685ebfcd59) |
| A4 | [IN\_R2/A4 RTS PDU (section 2.2.4.21)](#Section_ffa99e9344014bd2816e10551a53824e) |
| A5 | [IN\_R2/A5 RTS PDU (section 2.2.4.22)](#Section_09e55a69d32c4edcbb5b67aef3b55cff) |

The processing rules for this protocol sequence are specified in sections [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315) through [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a) of this specification.

**Note**  In an effort to improve readability, the establishments of TCP connections are not shown in the figure.

###### OUT Channel Recycling 1

The OUT channel recycling 1 protocol sequence illustrates recycling of a virtual OUT channel. The name of this sequence is OUT\_R1. It has a single PDU group: A.

The following diagram depicts the sequence of events in the OUT channel recycling 1 protocol.



Figure : OUT channel recycling 1 protocol sequence

The references for the PDUs used in this protocol sequence are as follows.

|  Diagram label  |  PDU name and reference section  |
| --- | --- |
| OUT channel request | [OUT Channel Request (section 2.1.2.1.2)](#Section_cafd81a5480b46be81d651100bc74f4e) |
| OUT channel response | [OUT Channel Response (section 2.1.2.1.4)](#Section_15d11e7e400e4c7988694c3392fe7884) |
| Legacy server response | [Legacy Server Response (section 2.1.2.2.1)](#Section_34df106842da4b7787251491b3e47097) |
| A1 | [OUT\_R1/A1 RTS PDU (section 2.2.4.23)](#Section_2a3d5936705d447a8222629df163b8aa) |
| A2 | [OUT\_R1/A2 RTS PDU (section 2.2.4.24)](#Section_53e1f8f6365a4e15a1a5cfe67713130d) |
| A3 | [OUT\_R1/A3 RTS PDU (section 2.2.4.25)](#Section_a5a32ca62279465aa2ed6c94c90a3526) |
| A4 | [OUT\_R1/A4 RTS PDU (section 2.2.4.26)](#Section_ea81e319c4b64a95b4fcf819deb8bd42) |
| A5 | [OUT\_R1/A5 RTS PDU (section 2.2.4.27)](#Section_3dcaaff970b644d59a471e9a7a85fe9e) |
| A6 | [OUT\_R1/A6 RTS PDU (section 2.2.4.28)](#Section_76465549f012484489ccdb025f2c54f4) |
| A7 | [OUT\_R1/A7 RTS PDU (section 2.2.4.29)](#Section_ec370ac0a1e74a6da7d9430005c92e95) |
| A8 | [OUT\_R1/A8 RTS PDU (section 2.2.4.30)](#Section_faee18663ffc4f1db4432693b1a164a9) |
| A9 | [OUT\_R1/A9 RTS PDU (section 2.2.4.31)](#Section_035d3f5a08694c5296c406602c5fc6c6) |
| A10 | [OUT\_R1/A10 RTS PDU (section 2.2.4.32)](#Section_de7fdd0e68434d96b734ec3dd7a35f1d) |
| A11 | [OUT\_R1/A11 RTS PDU (section 2.2.4.33)](#Section_1ee2a69b7b1245f78ceed3fdb746dedd) |

The processing rules for this protocol sequence are specified in sections [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315) through [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a) of this specification.

**Note**  In an effort to improve readability, the establishments of TCP connections are not shown in the figure.

###### OUT Channel Recycling 2

The OUT channel recycling 2 protocol sequence recycles a virtual OUT channel. The name of this sequence is OUT\_R2. This protocol sequence is very similar to protocol sequence OUT\_R1. The two start identically, and while processing [OUT\_R1/A3 RTS PDU](#Section_a5a32ca62279465aa2ed6c94c90a3526) they diverge based on dynamic decisions made by the outbound proxy as specified in section [3.2.4.5.6](#Section_9af0ab9fa99e4b2eaca8a86a8626a285). It has two PDU groups.

|  Group name  |  Meaning  |
| --- | --- |
| A | PDUs that initiate and perform the virtual channel recycling |
| B | PDUs that complete the virtual channel recycling |

The following diagram depicts the sequence of events in the OUT channel recycling 2 protocol.



Figure : OUT channel recycling 2 protocol sequence

The references for the PDUs used in this protocol sequence are as follows.

|  Diagram label  |  PDU name and reference section  |
| --- | --- |
| OUT channel request | [OUT Channel Request (section 2.1.2.1.2)](#Section_cafd81a5480b46be81d651100bc74f4e) |
| OUT channel response | [OUT Channel Response (section 2.1.2.1.4)](#Section_15d11e7e400e4c7988694c3392fe7884) |
| A1 | [OUT\_R2/A1 RTS PDU (section 2.2.4.34)](#Section_58d78061b91f47b2ac1a1dfef97988f3) |
| A2 | [OUT\_R2/A2 RTS PDU (section 2.2.4.35)](#Section_ad4f5579171f4afd845f7cc3942d38c6) |
| A3 | [OUT\_R2/A3 RTS PDU (section 2.2.4.36)](#Section_b2b095a31a914857a88af248473a31c9) |
| A4 | [OUT\_R2/A4 RTS PDU (section 2.2.4.37)](#Section_97abd776904c488ab86fe34bb4035163) |
| A5 | [OUT\_R2/A5 RTS PDU (section 2.2.4.38)](#Section_3ae2a86f800847c0a3f332ac0a7f44e5) |
| A6 | [OUT\_R2/A6 RTS PDU (section 2.2.4.39)](#Section_1257656401bb4334a022367313e61cbf) |
| A7 | [OUT\_R2/A7 RTS PDU (section 2.2.4.40)](#Section_22363ecce9c94a32a7d87b306f3a923c) |
| A8 | [OUT\_R2/A8 RTS PDU (section 2.2.4.41)](#Section_5794a912440548328d4ae849dd3fbd91) |
| B1 | [OUT\_R2/B1 RTS PDU (section 2.2.4.42)](#Section_7968f0d5f0284c738cae09667887164c) |
| B3 | [OUT\_R2/B3 RTS PDU (section 2.2.4.44)](#Section_0634df8b56fb40f89c9ccf243747e752) |
| C1 | [OUT\_R2/C1 RTS PDU (section 2.2.4.45)](#Section_b863b909180942cb8ada1b8f42d0c2bf) |

The processing rules for this protocol sequence are specified in sections [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315) through [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a) of this specification.

**Note**  In an effort to improve readability, the establishments of TCP connections are not shown in the figure.

#### Timer Events

None.

#### Other Local Events

None.

### Client Details

This section defines the protocol details for the client role in the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialects.

An implementation of this protocol on the client MUST conform to the state machines given in this section. The first state machine is the overall client state machine for the virtual connection.



Figure : Overall client state machine

This overall client state machine defines the relationship of the other state machines given here. Details about when the state machines are started and the state transitions made by these state machines are given later in this section.

The proxy use determination state machine, shown in the following figure, MUST be used when the client is determining whether it will use an HTTP proxy for communicating with the inbound proxy and outbound proxy.



Figure : Proxy use determination

For more details on proxy use determination, see section [3.2.2.4.1.1](#Section_416f102773b3400f911e897cadf8edc0).

The virtual connection open state machine, shown in the following figure, MUST be used when the client is trying to establish a virtual connection to the server.



Figure : Virtual connection open

For more details on establishing a virtual connection, see sections [3.2.1.5.3.1](#Section_2b14c3fb87f34e8c83cde6765448ac67) and [3.2.2.4.1.2](#Section_e39b15aabdfd4d41a966dee1a9e9e9a3).

The virtual IN channel state machine, shown in the following figure, MUST be used when the client is trying to recycle an IN channel. It uses the protocol sequence IN\_R1 as specified in section [3.2.1.5.3.2](#Section_c91e8d2e8be24588bbf509a4d66c77ab) or IN\_R2 as specified in section [3.2.1.5.3.3](#Section_7b1766a5316644ea8875a2d3aa996ff2).



Figure : Client virtual IN channel state machine

For more details on recycling an IN channel, see section [3.2.2.5.12](#Section_96a5ba3674a44c68be1598f9460768c0).

The virtual OUT channel state machine, shown in the following figure, MUST be used when the client is trying to recycle an OUT channel. It uses the protocol sequence OUT\_R1 as specified in section [3.2.1.5.3.4](#Section_b1a4f11cff804627b681c4d0b71c989f) or OUT\_R2 as specified in section [3.2.1.5.3.5](#Section_e5cdf7ad68e24be5a4d413d7ee8d83e6).



Figure : Client virtual OUT channel state machine

For more details on recycling an OUT channel, see section [3.2.2.5.6](#Section_870e995f10434a4ba75925a1441b9f40).

#### Abstract Data Model

This section describes a conceptual model of a possible data organization that an implementation might maintain to participate in this protocol. The described organization is provided to facilitate the explanation of how the protocol behaves. This document does not mandate that implementations adhere to this model as long as their external behavior is consistent with that described in this document.

A client maintains 3 sets of protocol variables:

* A Client Virtual Connection: A Virtual Connection as described in the common protocol variables section [3.2.1.1.3](#Section_15c4f5c7ace542078f67f6ff5b8e4003).
* A Client Out Channel: An out channel consisting of the data elements described in the Receiving Channel data elements, as described in the common protocol variables section [3.2.1.1.5](#Section_e32365c6752842b5bdedde4124f6f8b9).
* A Client In Channel: An in channel consisting of the data elements described in the Sending Channel and Ping Originator in the common protocol variable section [3.2.1.1.4](#Section_c51147e51353416596717e04df126872).

The client also maintains a set of client-specific ADM elements as described in the following section.

##### KeepAlive interval

KeepAlive interval is a protocol variable that may be changed by higher layers. Implementations of this protocol SHOULD interpret this variable as the maximum time interval that a higher layer can wait before it establishes with certainty whether the server has dropped out of a conversation.

The higher-level Remote Procedure Call Protocol Extensions specify usage of this in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) section 3.3.2.2.1. In TCP RPC transport (ncacn\_ip\_tcp), the Remote Procedure Call Protocol Extensions specify that the keep-alive interval is changed. In HTTP RPC transport, this protocol variable is changed instead.

##### proxy use

The Proxy Use variable tells the client implementation if it should use an HTTP proxy to connect to the RPC over HTTP v2 proxy. It can have two values: use an HTTP proxy (called indirect connection) or not use an HTTP proxy (called direct connection).

##### Channel Lifetime Sent

An implementation of this protocol MUST maintain a protocol variable, **Channel Lifetime Sent**, that indicates the number of bytes sent by all RTS PDUs and RPC PDUs on a specific IN channel. Each time an RPC PDU or RTS PDU is sent, this protocol variable MUST be incremented by the size in bytes of the PDU that was sent.

##### Virtual In Channel State

Implementations of this protocol MUST maintain a protocol variable that contains the current state in the Virtual In Channel state machine.

##### Virtual Out Channel State

Implementations of this protocol MUST maintain a protocol variable that contains the current state in the Virtual Out Channel state machine.

##### CurrentKeepAliveTime

Implementations of this protocol MUST maintain a protocol variable that contains the current Keep Alive Time which may be set by higher-layer protocols. The CurrentKeepAliveTime is the time after the first PDU is sent before a Ping RTS PDU is sent (section [2.2.4.49](#Section_d3eaa094da34472dab41a442149b02f3)).

##### CurrentKeepAliveInterval

Implementations of this protocol MUST maintain a protocol variable that contains the current Keep Alive Interval which may be set by higher-layer protocols. The CurrentKeepAliveInterval represents the time between the sending of subsequent Ping RTS PDUs are sent after the first Ping RTS PDU is sent.

#### Timers

An implementation of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect on the client SHOULD implement the following timers:

* Connection time-out timer (section [3.2.2.2.1](#Section_46d968c302bd4d8aab14a12958cbfd85))
* Keep-alive timer (section [3.2.2.2.2](#Section_b9f0afdace4d4a66977c1b04d379c5b1))
* Proxy use determination timer (section [3.2.2.2.3](#Section_27d419e745874afdb3f71ff8fd533344))

##### Connection Time-Out Timer

The connection time-out timer is a recurring timer set to an interval equal to the value of the **ConnectionTimeout** field value from [CONN/A3 RTS PDU](#Section_8b0f1fe982f24775bebfbf0e4705613a), [IN\_R1/A4 RTS PDU](#Section_0bf9543eb3f64d8c9ac47737929f028c), or [IN\_R2/A4 RTS PDU](#Section_ffa99e9344014bd2816e10551a53824e) as specified in section [2.2.4](#Section_adad31e9f265491e88e001414f2e8704). A client implementation MAY choose a lower value for this timer.[<28>](#Appendix_A_28)

##### Keep-Alive Timer

The keep-alive timer is a recurring timer set when the virtual connection is opened. The interval is controlled by the keep-alive interval protocol variable, which is set by a higher layer.

##### Proxy Use Determination Timer

A proxy use determination timer SHOULD be used for the duration of the proxy use determination protocol sequence only. It MAY have a value of 200 milliseconds or use a heuristic that adjusts this value based on network and past results of proxy use determination.[<29>](#Appendix_A_29)

#### Initialization

For this protocol to be initialized successfully, the higher-level RPC protocol as specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf) MUST be initialized successfully. Specifically, the initialization steps specified in [MS-RPCE] section 3.3.2.3 MUST be completed. This protocol imposes an additional initialization step in which the network options passed to RPC by higher-level protocols MUST contain a valid RPC over HTTP proxy name. Higher-level protocols also MUST indicate in an implementation-specific way whether HTTP or HTTPS will be used and whether HTTP authentication or client certificate authentication will be used.[<30>](#Appendix_A_30)

**Proxy Use** is initialized to not use an HTTP proxy.

**Channel Lifetime Set** is initialized to 0 bytes.

The Client In Channel Sending Channel and Ping Originator elements are initialized as described in the common data elements section.

The Client Out Channel Receiving Channel is initialized as described in the common data elements section.

The **CurrentKeepAliveTime** is set to an implementation-specific value that indicates the Keep Alive timer is disabled and not used. The CurrentKeepAliveTime can be set by a higher-layer protocol.

The **CurrentKeepAliveInterval** is set to 0. The CurrentKeepAliveTimeInterval can be set by a higher-layer protocol.

#### Higher-Layer Triggered Events

This section defines the higher-layer triggered events for the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect. These events include opening a connection (section [3.2.2.4.1](#Section_dca6535433164b9e8bfb5ba8248ffb8e)), sending a PDU (section [3.2.2.4.2](#Section_147454ee2d8f4f088fc527b399645e2f)), closing a connection (section [3.2.2.4.3](#Section_140837ba01bb4596bde56c106a37d5da)), and setting the keep-alive interval protocol variable (section [3.2.2.4.4](#Section_21640941e2f4457eb40fe4eb8a9b8f4d)).

##### Opening a Connection

When an implementation of a higher-level protocol calls into an implementation of this protocol to open a new connection to the server, optionally specifying a connection timeout value, a ResourceType UUID (section [3.2.3.1.5](#Section_8fe3c4019d71472b9c9de544cd432f7a)), and/or a Session UUID (section [3.2.3.1.6](#Section_601ead8cd0bd4ddc8e8a37fe9d105ca8)), an implementation of this protocol MUST perform the following sequence of steps:

1. Establish whether the implementation needs to perform proxy use determination, and if it does, perform the proxy use determination. This step is optional.
2. Open a virtual connection to the server as specified in section [3.2.2.4.1.2](#Section_e39b15aabdfd4d41a966dee1a9e9e9a3). For more information on the protocol sequence for opening a virtual connection, see section [3.2.1.5.3.1](#Section_2b14c3fb87f34e8c83cde6765448ac67).

Each of the steps is broken down into more detailed steps in the sections [Determining Proxy Use (section 3.2.2.4.1.1)](#Section_416f102773b3400f911e897cadf8edc0) and Connection Opening (section 3.2.2.4.1.2).

###### Determining HTTP Proxy Use

The first step of opening a connection is to determine proxy use. This step is optional and MAY [<31>](#Appendix_A_31)be skipped by an implementation if it has information from other sources about whether an HTTP proxy is needed to connect to the RPC over HTTP v2 proxy and which HTTP proxy it needs to use. If the client does not perform this step, the client MUST transition to the Connection Open state and execute the Connection Opening sequence as specified in section [3.2.2.4.1.2](#Section_e39b15aabdfd4d41a966dee1a9e9e9a3).

If a client implementation knows the name of an HTTP proxy but does not know whether the HTTP proxy needs to be used, it MUST perform the following sequence of steps to determine proxy use:

1. Send an echo request as specified in section [2.1.2.1.5](#Section_a5693bd86ce041dd983e93481ed8a2c6) to the RPC over HTTP proxy through the HTTP proxy it knows about. It SHOULD set the Method in Echo Request to RPC\_IN\_DATA.
2. Send an echo request as specified in section 2.1.2.1.5 directly to the RPC over HTTP proxy without going through the HTTP proxy it knows about. It SHOULD set the Method in Echo Request to RPC\_IN\_DATA.
3. Move to wait state and wait for events from the network or wait for the timeout as specified in section [3.2.2.6.3](#Section_b5688be4d89141ce867f5faeb76b2350).

Once HTTP proxy use has been determined, the client MUST transition to the Connection Open state and execute the Connection Opening sequence, as specified in section 3.2.2.4.1.2.

If no [Echo Response](#Section_8c38f9333f5f4fce9316fab4472eaa56) PDUs are received (as specified in section 2.1.2.1.6) and the timer expires, it MUST be treated as a connection error and be processed as specified in section [3.1.3.4.3](#Section_e9607f10ad3049e181eff6f4fee2609e).

###### Connection Opening

When opening a virtual connection to the server, an implementation of this protocol MUST perform the following sequence of steps:

1. Send an IN channel request as specified in section [2.1.2.1.1](#Section_796bce8c4d8643d8b0079b0d49437768), containing the connection timeout, ResourceType UUID, and Session UUID values, if any, supplied by the higher-layer protocol or application.
2. Send an OUT channel request as specified in section [2.1.2.1.2](#Section_cafd81a5480b46be81d651100bc74f4e).
3. Send a CONN/A1 RTS PDU as specified in section [2.2.4.2](#Section_cf6b110dc3224bb7bbc71e8c9584ca78)
4. Send a CONN/B1 RTS PDU as specified in section [2.2.4.5](#Section_f3b9afb142ad4d1cb0a9cd85272b58c0)
5. Wait for the connection establishment protocol sequence as specified in [3.2.1.5.3.1](#Section_2b14c3fb87f34e8c83cde6765448ac67) to complete

An implementation MAY execute steps 1 and 2 in parallel. An implementation SHOULD execute steps 3 and 4 in parallel. An implementation MUST execute step 3 after completion of step 1 and execute step 4 after completion of step 2.

##### Sending a PDU

The sending a PDU event is valid only in the virtual connection opened state. In any other state an implementation of this protocol MUST treat this as an error and return an implementation-specific error to higher layers.

When a higher-level protocol requests that an implementation of this protocol send a PDU to the server, the implementation of this protocol MUST copy the PDU as a BLOB in the message body of the default RPC IN channel request as specified in section [2.1.2.1.7](#Section_771c04c4b64047d49681561c7b1fcbc5). If an implementation of this protocol encounters an error while sending the data, it MUST do the following:

* Indicate to a higher layer in an implementation-specific way that the operation failed.

Windows implementations of this protocol will return an error to the Windows implementation of the Remote Procedure Call Protocol Extensions, as specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf), to indicate the send PDU operation failed.

* Treat the connection as closed.
* Request the HTTP protocol stack to close all IN channels and OUT channels for this virtual connection.

If the [channel lifetime sent](#Section_2bbcdeb6a0a74e0288813b2621a075a6) protocol variable for the default IN channel approaches the channel lifetime (as specified later in this paragraph), the implementation of this protocol MUST initiate channel recycling as defined in this section. An implementation MAY define when the number of bytes sent is approaching the channel lifetime in an implementation-specific way, but it SHOULD define it in such a way as to balance between two conflicting objectives: to open the successor IN channel early enough that it is fully opened before the predecessor channel has expired and yet use as much of the predecessor channel as it can.[<32>](#Appendix_A_32)

For more information on the protocol sequence for recycling an IN channel, see sections [3.2.1.5.3.2](#Section_c91e8d2e8be24588bbf509a4d66c77ab) and [3.2.1.5.3.3](#Section_7b1766a5316644ea8875a2d3aa996ff2).

##### Closing a Connection

When an implementation of a higher-level protocol calls an implementation of this protocol to close a connection, implementations of this protocol MUST do the following:

* Treat the connection as closed.
* Request the HTTP protocol stack to close all IN channels and OUT channels for this virtual connection.

##### Setting the KeepAlive interval Protocol Variable

When the higher-layer sets the [KeepAlive interval (section 3.2.2.1.1)](#Section_613ab02382574400b13ed43b7a10d3c9) variable, implementations of this protocol MUST change the KeepAlive interval protocol variable as requested by the higher-layer protocol.

#### Message Processing Events and Sequencing Rules

All messages meeting any of the following criteria SHOULD be treated by the client as protocol errors and be processed as specified in section [3.2.2.5.11](#Section_3262618ca77e4056869dc20eef045769):

* Messages not specifically listed in this section
* Messages whose syntax is specified as invalid in section [2](#Section_2f747b63df3d4ba68508afb6b5395bc6) of this specification
* Events that are specified in this section as protocol errors

##### Echo Response

The echo response is expected only in the states that are part of the proxy use determination state machine. All other states SHOULD treat this response as a protocol error.

If this response arrives in wait state, the following actions MUST be performed:

* If the echo response to the echo request sent directly to the RPC over HTTP proxy arrives before the echo response sent to the RPC over HTTP proxy through an HTTP proxy, the client is finished with proxy use determination. It MUST initialize the proxy use variable to directly connect and proceed to connection opening.
* If the echo response to the echo request sent to the RPC over HTTP proxy through the HTTP proxy arrives first, the client MUST start a proxy use determination timer as specified in section [3.2.2.2.3](#Section_27d419e745874afdb3f71ff8fd533344) and transition to Wait\_Direct state and wait for further events from the network.

If the response arrives in Wait\_Direct state, the following actions are performed:

* The response is, by virtue of the position in the state diagram, a response to the echo request sent directly to the RPC over HTTP proxy.
* The client is finished with proxy use determination and MUST cancel the proxy use determination timer, initialize the proxy use variable to direct connect, and move to connection opening.

##### OUT Channel Response

A client implementation MUST NOT accept the OUT channel HTTP response in any state other than Out Channel Wait. If received in any other state, this HTTP response is a protocol error. Therefore, the client MUST consider the virtual connection opening a failure and indicate this to higher layers in an implementation-specific way. The Windows implementation returns RPC\_S\_PROTOCOL\_ERROR, as specified in [[MS-ERREF]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-ERREF%5D.pdf), to higher-layer protocols.

If this HTTP response is received in Out Channel Wait state, the client MUST process the fields of this response as defined in this section.

First, the client MUST determine whether the response indicates a success or a failure. If the status-code is set to 200, the client MUST interpret this as a success, and it MUST do the following:

1. Ignore the values of all other header fields.
2. Transition to Wait\_A3W state.
3. Wait for network events.
4. Skip the rest of the processing in this section.

If the status code is not set to 200, the client MUST interpret this as a failure and follow the same processing rules as specified in section [3.2.2.5.6](#Section_870e995f10434a4ba75925a1441b9f40).

##### CONN/A3 RTS PDU

A client implementation MUST NOT accept the [CONN/A3 RTS PDU](#Section_8b0f1fe982f24775bebfbf0e4705613a) in any state other than Wait\_A3W. If received in any other state, this PDU is a protocol error and the client MUST consider the virtual connection opening a failure and indicate this to higher layers in an implementation-specific way.

1. Set the ConnectionTimeout in the Ping Originator of the Client's IN Channel to the ConnectionTimeout in the CONN/A3 PDU.

If this RTS PDU is received in Wait\_A3W state, the client MUST transition the state machine to Wait\_C2 state and wait for network events.

##### CONN/C2 RTS PDU

A client implementation MUST NOT accept the [CONN/C2 RTS PDU](#Section_10aa0fe8768f4546a58cea6b95fc12e5) in any state other than Wait\_C2. If received in any other state, this PDU is a protocol error and the client MUST consider the virtual connection opening a failure and indicate this to higher layers in an implementation-specific way.

If this RTS PDU is received in Wait\_C2 state, the client implementation MUST do the following:

1. Transition the state machine to opened state.
2. Set the connection time-out protocol variable to the value of the **ConnectionTimeout** field from the CONN/C2 RTS PDU.
3. Set the PeerReceiveWindow value in the SendingChannel of the Client IN Channel to the ReceiveWindowSize value in the CONN/C2 PDU.
4. Indicate to higher-layer protocols that the virtual connection opening is a success.

From this moment on, the client implementation MUST conform to the virtual IN channel and virtual OUT channel state machines separately as specified in the beginning of section [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315). Both of these state machines start in opened state.

##### IN\_R1/A4 and IN\_R2/A4 RTS PDUs

The [IN\_R1/A4 RTS PDU](#Section_0bf9543eb3f64d8c9ac47737929f028c) and the [IN\_R2/A4 RTS PDU](#Section_ffa99e9344014bd2816e10551a53824e) are processed identically by implementations of this protocol. This section defines processing of IN\_R1/A4, but all definitions provided herein apply to IN\_R2/A4 as well.

A client implementation MUST NOT accept this RTS PDU in any state other than Opened\_A4W. If received in any other state, this PDU is a protocol error and the client MUST close the virtual connection and indicate this to higher layers in an implementation-specific way.The Windows implementation returns RPC\_S\_PROTOCOL\_ERROR, as specified in [[MS-ERREF]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-ERREF%5D.pdf), to higher-layer protocols.

If this RTS PDU is received in Opened\_A4W, the client implementation MUST perform the following actions in the sequence given:

1. Switch the successor IN channel to plugged channel mode.
2. Set default IN channel to be the successor IN channel.
3. Set the ConnectionTimeout of the Ping Originator in the Client IN Channel to the value of the **InboundProxyConnectionTimeout** field in the IN\_R1/A4 PDU.
4. Set the PeerReceiveWindow in the Client IN Channel SendingChannel to the value of the **InboundProxyReceiveWindowSize** field in the IN\_R1/A4 PDU.
5. Wait until all RTS and RPC PDUs on the predecessor IN channel are sent.
6. Send [IN\_R1/A5 RTS PDU](#Section_2c6f6ac6e337436886bd5a9ce7fba8a7) on the predecessor IN channel. Set the value of SuccessorInChannelCookie in the IN R1/A5 RTS PDU to the value of DefaultInChannelCookie in the Client Virtual Connection.
7. Unplug the successor IN channel.

##### OUT\_R1/A2 and OUT\_R2/A2 RTS PDUs

The [OUT\_R1/A2 RTS PDU](#Section_53e1f8f6365a4e15a1a5cfe67713130d) and the [OUT\_R2/A2 RTS PDU](#Section_ad4f5579171f4afd845f7cc3942d38c6) are processed identically by implementations of this protocol. This section defines processing for OUT\_R1/A2, but all definitions provided herein apply to OUT\_R2/A2 as well.

A client implementation MUST NOT accept these RTS PDUs in any state of the virtual OUT channel other than opened. If it is received in any other state, the client MUST treat it as a protocol error as defined in section [3.2.2.5.11](#Section_3262618ca77e4056869dc20eef045769).

If this RTS PDU is received in opened state, the client implementation MUST perform the following actions in the sequence given:

1. Create a successor OUT channel instance and send an OUT channel request to the outbound proxy. The successor OUT channel instance MUST be considered the successor OUT channel, and the existing OUT channel MUST be considered the predecessor OUT channel. The successor OUT channel is attached as a component to the virtual OUT channel.
2. Send [OUT\_R1/A3 RTS PDU](#Section_a5a32ca62279465aa2ed6c94c90a3526) on the successor OUT channel.
	1. Set the OutboundProxyReceiveWindowSize in the OUT R1/A3 RTS PDU to the value of ReceiveWindowSize in the Client OUT Channel.
	2. Set the PredecessorChannelCookie in the OUT R1/A3 RTS PDU to the value of DefaultOutChannelCookie in the Client Virtual Connection.
	3. Set the SuccessorChannelCookie in the OUT R1/A3 RTS PDU to the value of NonDefaultOutChannelCookie in the Client Virtual Connection.
	4. Set the VirtualConnectionCookie in the OUT R1/A3 RTS PDU to the value of the VirtualConnectionCookie in the Client Virtual Connection.
	5. Set the ProtocolVersion in the OUT R1/A3 RTS PDU to the value of ProtocolVersion in the Client Virtual Connection.
3. Transition the virtual OUT channel state machine to Opened\_A6W state.

##### OUT\_R1/A6 RTS PDU

A client implementation MUST NOT accept the [OUT\_R1/A6 RTS PDU](#Section_76465549f012484489ccdb025f2c54f4) in any state of the virtual OUT channel other than Opened\_A6W. If it is received in any other state, the client MUST treat it as a protocol error as defined in section [3.2.2.5.11](#Section_3262618ca77e4056869dc20eef045769).

If this RTS PDU is received in Opened\_A6W, the client implementation MUST perform the following actions in the sequence given:

1. Send [OUT\_R1/A7 RTS PDU](#Section_ec370ac0a1e74a6da7d9430005c92e95) on the IN channel and set the value of SuccessorChannelCookie in the OUT R1/A7 RTS PDU to the value of NonDefaultOutChannelCookie in the Client Virtual Connection.
2. Transition the virtual OUT channel state machine to Opened\_A10W state.

##### OUT\_R1/A10 RTS PDU

A client implementation MUST NOT accept the [OUT\_R1/A10 RTS PDU](#Section_de7fdd0e68434d96b734ec3dd7a35f1d) in any state of the virtual OUT channel other than Opened\_A10W. If it is received in any other state, the client MUST treat it as a protocol error as specified in section [3.2.2.5.11](#Section_3262618ca77e4056869dc20eef045769).

If this RTS PDU is received in Opened\_A10W, the client implementation MUST perform the following actions in the sequence given:

1. Set the successor OUT channel as the default OUT channel.
2. Send [OUT\_R1/A11 RTS PDU](#Section_1ee2a69b7b1245f78ceed3fdb746dedd) on the successor OUT channel.
3. Transition the virtual OUT channel state machine to opened state.
4. Implementations MUST ignore any subsequent bytes received on the predecessor channel.
5. Close the predecessor OUT channel.

##### OUT\_R2/A6 RTS PDU

A client implementation MUST NOT accept the [OUT\_R2/A6 RTS PDU](#Section_1257656401bb4334a022367313e61cbf) in any state of the virtual OUT channel other than Opened\_A6W. If it is received in any other state, the client MUST treat it as a protocol error as specified in section [3.2.2.5.11](#Section_3262618ca77e4056869dc20eef045769).

If this RTS PDU is received in Opened\_A6W, the client implementation MUST perform the following actions in the sequence given:

1. Send [OUT\_R2/A7 RTS PDU](#Section_22363ecce9c94a32a7d87b306f3a923c) on the IN channel. Set the value of SuccessorChannelCookie in the OUT R2/A7 RTS PDU to the value of NonDefaultOutChannelCookie in the Client Virtual Connection.
2. Send [OUT\_R2/C1 RTS PDU](#Section_b863b909180942cb8ada1b8f42d0c2bf) on the successor OUT channel.
3. Transition the virtual OUT channel state machine to B3W state.

##### OUT\_R2/B3 RTS PDU

A client implementation MUST NOT accept the [OUT\_R2/B3 RTS PDU](#Section_0634df8b56fb40f89c9ccf243747e752) in any state of the virtual OUT channel other than B3W. If it is received in any other state, the client MUST treat it as a protocol error as specified in section [3.2.2.5.11](#Section_3262618ca77e4056869dc20eef045769).

If this RTS PDU is received in B3W, the client implementation MUST perform the following actions in the sequence given:

1. Switch the default OUT channel to the successor OUT channel.
2. Transition the virtual OUT channel state machine to the opened state.
3. Implementations MUST ignore additional bytes sent on the predecessor channel after the OUT\_R3/B3 RTS PDU is received.
4. Close the predecessor OUT channel.

##### Connection Close, Connection Error, and Protocol Error Encountered

Connection close and connection error encountered MUST be handled and indicated to higher layers identically by implementations of this protocol. This section discusses connection close only, and implementations of this protocol MUST handle connection errors that it encounters in the same way. A connection close can come from either the inbound proxy or outbound proxy. Processing is equivalent in both cases.

This section discusses connection close from the outbound proxy, but all parts of the specification in this section apply equally to connection close received from the inbound proxy. If a connection is closed by the outbound proxy, the client implementation MUST find the virtual connection to which the OUT channel belongs, and unless the OUT channel is in state opened and the connection close comes from a predecessor outbound proxy, the client implementation MUST do the following:

* Free any data structures associated with it.
* Close all the channels that belong to this virtual connection.
* Stop execution on the state machine.

If the connection is closed in state opened and the connection close comes from a predecessor outbound proxy, the client implementation MUST ignore this event.

If a connection close by the inbound proxy is preceded by an IN channel response as specified in section [2.1.2.1.3](#Section_df392a831d724b8c9ea08de5629fdd8b), the client MUST process its fields as specified later in this section.

Section 2.1.2.1.3 defines the reason-phrase, which should be interpreted as follows.

**RPC-Error:** MUST be interpreted by the client implementation as a hexadecimal representation of an error code and MUST be returned to a higher-layer protocol in an implementation-specific way.[<33>](#Appendix_A_33)

Clients SHOULD ignore ee-info in the message header if the message body contains it.

**EncodedEEInfo:** MUST be interpreted by the client implementation as a base64-encoded [[MS-EERR]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-EERR%5D.pdf) BLOB and MUST be processed as specified in [MS-EERR] and made available to higher-layer protocols in an implementation-specific way.

The message-body MUST be in the format specified in section 2.1.2.1.3.

If the message-body has EncodedEEInfo, the client SHOULD use that and ignore the EncodedEEInfo from the message header.

**EncodedEEInfo:** MUST be interpreted by the client implementation as a base64-encoded [MS-EERR] BLOB and MUST be processed as specified in [MS-EERR] and made available to higher-layer protocols in an implementation-specific way.[<34>](#Appendix_A_34)

The client implementation MUST handle the protocol error in the following manner:

* Close all channels to the inbound and outbound proxy for the virtual connection on which the error was encountered.
* Free all data structures associated with the virtual connection.
* Stop execution on the state machine.

##### IN Channel Recycling

[**IN channel recycling**](#gt_261a608d-a583-4860-8295-f78dca1b8f0a) MUST NOT be started unless the IN channel is in an opened state. If the number of bytes sent on the channel approaches the channel lifetime and the IN channel is not in an opened state, implementations of this protocol SHOULD return an implementation-specific error to higher layers.The Windows implementation returns RPC\_S\_PROTOCOL\_ERROR, as specified in [[MS-ERREF]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-ERREF%5D.pdf), to higher-layer protocols.

An implementation of this protocol MUST start IN channel recycling by sending out an IN channel request as specified in sections [2.1.2.1.1](#Section_796bce8c4d8643d8b0079b0d49437768) and [3.2.2.4.1.2](#Section_e39b15aabdfd4d41a966dee1a9e9e9a3) immediately followed by an [IN\_R1/A1 RTS PDU](#Section_f74df8d176f34f039e9b00fae1871940), as specified in section 2.2.4.10, in the message body of the IN channel request. This IN channel request is the beginning of the successor channel, and the existing IN channel request is the predecessor channel. The successor IN channel request is set to be the nondefault IN channel. Then the implementation MUST transition the IN channel state machine to Opened\_A4W state and wait for network events. The client implementation MUST be able to execute the IN channel recycling and [**OUT channel recycling**](#gt_5555ac6a-3341-44e7-8da9-a42f8ac0e40c) state machines in parallel.

#### Timer Events

An implementation of an [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) client SHOULD implement the following timers:

* Connection Time-Out Timer Expiry (section [3.2.2.6.1](#Section_d45cd382d8384139b64f3b7cb81e33d1))
* Keep-Alive Timer Expiry (section [3.2.2.6.2](#Section_faa40e9277bd4a919329940a44c34568))
* Proxy Use Determination Timer Expiry (section [3.2.2.6.3](#Section_b5688be4d89141ce867f5faeb76b2350))

##### Connection Time-Out Timer Expiry

Each time the connection time-out timer expires, the client implementation of this protocol MUST send a [Ping RTS PDU](#Section_d3eaa094da34472dab41a442149b02f3) as specified in section 2.2.4.49 unless the LastSendTimeStamp has been set recently. "Recently" MAY be interpreted in an implementation-specific way.[<35>](#Appendix_A_35)

##### Keep-Alive Timer Expiry

Each time the keep-alive timer expires, the client implementation of this protocol MUST send a [Ping RTS PDU (section 2.2.4.49)](#Section_d3eaa094da34472dab41a442149b02f3) unless LastSendTimeStamp has been set recently. "Recently" MAY be interpreted in an implementation-specific way.[<36>](#Appendix_A_36)

##### Proxy Use Determination Timer Expiry

If the proxy use determination timer expires, the client MUST complete proxy use determination, initialize the proxy use variable to indirect connect, transition to the Connection Open state, and execute the Connection Opening sequence, as specified in section [3.2.2.4.1.2](#Section_e39b15aabdfd4d41a966dee1a9e9e9a3).

#### Other Local Events

An implementation of this protocol is not required to handle other local events.

### Inbound Proxy Details

This section contains details specific to an implementation of an inbound proxy. The state machine in the following diagram specifies the states and the transitions between them for the inbound proxy. Which event causes which transition is specified in section [3.2.3.5](#Section_1c3e92c9ac444f4faac5da847873488a).



Figure : Inbound proxy state machine

The inbound proxy state machine is used when the inbound proxy is processing messages and PDUs coming from the network. When the state machine transitions to "Use Matching Channel State Machine", the state machine execution for this state machine stops and the current event (IN\_R1/A1 with Cookie Match) is interpreted as IN\_R2/A1 event for the state machine of the matching IN channel as specified in section [3.2.3.5.5](#Section_0be519867f0b47e4b50314609561c072).

#### Abstract Data Model

This section describes a conceptual model of possible data organization that an implementation might maintain to participate in this protocol. The described organization explains how the protocol behaves. This document does not mandate that implementations adhere to this model as long as their external behavior is consistent with that described in this document.

An inbound proxy maintains several abstract protocol variables and data structures:

* A Virtual Connection Cookie Table as described in the common virtual connection elements in the preceding paragraphs.
* For each Virtual Connection in the Virtual Connection Cookie Table, the common Virtual Connection elements as described in the preceding paragraphs.
* For each Virtual Connection, an IN Channel which consists of the ReceivingChannel elements as described in the common section.
* For each Virtual Connection, an OUT Channel which consists of the SendingChannel elements as described in the common section.
* A set of Inbound Proxy-specific data elements as described in the following list.
	+ KeepAlive interval (section [3.2.3.1.4](#Section_3276082c6bd54617af30b17c69e67eb6))
	+ Resource type UUID (section [3.2.3.1.5](#Section_8fe3c4019d71472b9c9de544cd432f7a))
	+ Session UUID (section [3.2.3.1.6](#Section_601ead8cd0bd4ddc8e8a37fe9d105ca8))

##### ChannelLifetime

ChannelLifetime is a protocol variable that contains the total number of bytes that can be sent across this channel. The value of ChannelLifetime is set by the content length of the HTTP header when the channel is established.

##### CurrentClientKeepAliveInterval

Implementations of this protocol MUST maintain a variable that contains the CurrentClientKeepAliveInterval.

##### ClientAddress

Implementations of this protocol MUST maintain a variable that contains the IPv4 or IPv6 address of the client ([2.2.3.2](#Section_2a474ed84a234322b250570c9c7280a6)).

##### KeepAlive interval

KeepAlive interval is a protocol variable that SHOULD be changed in response to network events. Implementations of this protocol SHOULD interpret this variable as the maximum time interval that a client can wait before it establishes with certainty whether the server has dropped out of a conversation. The initial value is an implementation-specific value.[<37>](#Appendix_A_37)

##### Resource Type UUID

Implementations of this protocol MAY maintain a protocol variable for each virtual IN channel called Resource Type UUID. Initially, when the IN channel is created, the value of this variable is not set. This protocol variable is not currently used but is reserved for future extensibility.[<38>](#Appendix_A_38)

##### Session UUID

Implementations of this protocol MAY maintain a protocol variable for each virtual IN channel called Session UUID. Initially, when the IN channel is created, the value of this variable is not set. This protocol variable is not currently used but is reserved for future extensibility.[<39>](#Appendix_A_39)

##### Default IN Channel

During channel recycling, an inbound proxy MAY have two IN channels active. A default IN channel is a protocol variable that indicates which of the two channels is the default channel. Outside channel recycling, there is only one IN channel at a given point in time, and this channel is always considered the default channel. The default channel MUST be used for sending all RPC PDUs and all RTS PDUs not specifically defined to have different processing rules in section [3.2.3.5](#Section_1c3e92c9ac444f4faac5da847873488a).

#### Timers

An implementation of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect on the inbound proxy SHOULD implement the keep-alive timer as defined in section [3.2.3.2.1](#Section_e6f41c2ddda04acd9504e15733fa88f1).

##### Keep-Alive Timer

The recurring keep-alive timer MUST be first set when an IN channel from the inbound proxy to the server is opened. The interval MUST be equal to the keep-alive interval protocol variable that is set through network events. This timer is set in the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol layer but is implemented by the TCP implementation on the inbound proxy, and its expiry shows up as a connection error on the IN channel to the server.

#### Initialization

As part of initialization, implementations of this protocol MUST listen on HTTP/HTTPS URL namespace "/rpc/rpcproxy.dll" and SHOULD listen on HTTP/HTTPS URL namespace "/rpcwithcert/rpcproxy.dll".[<40>](#Appendix_A_40)

* [Connection Timeout (section 3.2.1.1.6.1)](#Section_73422293348a4fccb2a1920e2a843502) is initialized to a value specified in the local server registry.[<41>](#Appendix_A_41)
* [Default IN Channel (section 3.2.3.1.7)](#Section_2dd7574e5afa4997a94d902e8a7e4dd8) is initialized to indicate the first or primary channel.
* **KeepAlive Interval** is initialized to half of the Connection Timeout value.
* The **Virtual Connection Cookie Table** is initialized to an empty table with no rows.

#### Higher-Layer Triggered Events

There are no higher-layer triggered events on the inbound proxy.

#### Message Processing Events and Sequencing Rules

The messages and PDUs listed in this section correspond to events in the state diagram in section [3.2.3](#Section_941ce8f28da74572b442ea1b18a18abf).

All messages not specifically listed in this section and not marked for PDU forwarding as specified in section [3.2.1.5.2](#Section_f27f765865274acc9ccb577e340c263d), or messages whose syntax is specified in section [2](#Section_2f747b63df3d4ba68508afb6b5395bc6) of this protocol as invalid, SHOULD be treated by implementations of this protocol on the inbound proxy as protocol errors, as defined in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

##### RPC IN Channel Request Received

When an RPC over HTTP v2 proxy receives an RPC IN channel HTTP request, it MUST assume the role of an inbound proxy and transition to Open\_Start state. The processing of the HTTP header fields from the HTTP request are defined as follows:

**Accept:** Implementations of this protocol on the inbound proxy SHOULD ignore this header field.

**Cache-Control:** Implementations of this protocol on the inbound proxy SHOULD ignore this header field.

**Connection:** Implementations of this protocol on the inbound proxy SHOULD ignore this header field.

**Content-Length:** Implementations of this protocol on the inbound proxy SHOULD ignore this header field.

**Pragma Directives:**

* Implementations of this protocol on the inbound proxy SHOULD ignore the "No-cache" pragma directive if present.
* Implementations of this protocol on the inbound proxy SHOULD ignore the "Pragma:MinConnTimeout=T" directive if present.
* Implementations of this protocol on the inbound proxy SHOULD check for the presence of the "Pragma:ResourceTypeUuid=R" directive and if present, MUST set the Resource Type UUID protocol variable to the R value.
* Implementations of this protocol on the inbound proxy SHOULD check for the presence of the "Pragma:SessionId=S" directive and if present, MUST set the Session UUID protocol variable to the S value.

**Protocol:** Implementations of this protocol on the inbound proxy SHOULD ignore this header field.

**User-Agent:** Implementations of this protocol on the inbound proxy SHOULD ignore this header field.

##### RPC PDU Received

An RPC PDU MUST be received from the client only and MUST NOT be received from the server. If the RPC PDU is received on an IN channel from the server, the inbound proxy MUST close the IN channel to the server and the IN channel to the client for the virtual IN channel to which the IN channel to the server belongs.

If the PDU is received from the client as specified in section [2.1.2.1.7](#Section_771c04c4b64047d49681561c7b1fcbc5), an implementation of this protocol MUST forward it to the server using the default IN channel and conforming to flow control provisions as specified in section [3.2.1.4.1.2](#Section_5ab617ca07b342beb144f9c7dc6405c0).

##### CONN/B1 RTS PDU

An inbound proxy implementation MUST NOT accept the [CONN/B1 RTS PDU](#Section_f3b9afb142ad4d1cb0a9cd85272b58c0) in any state other than Open\_Start. If it is received in any other state, the inbound proxy MUST treat this PDU as a protocol error as defined in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this RTS PDU is received in Open\_Start state, the inbound proxy implementation MUST perform the following actions in the sequence given:

1. Establish a TCP connection to the server using the server name and port from the IN channel request as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f).
2. Set the keep-alive protocol variable to the value from the [ClientKeepalive](#Section_1317b6eb09d24d6888df34b2457289c0) command of this PDU.
	* Set the value of ChannelLifetime in the inbound proxy Virtual Connection to the value of ChannelLifetime from the CONN/B1 PDU.
	* Set the value of the DefaultInChannelCookie in the inbound proxy Virtual Connection to the value of INChannelCookie from the CONN/B1 PDU.
3. Set the value of AssociationGroupId in the inbound proxy Virtual Connection to the value of AssociationGroupId in the CONN/B1 PDU.
4. Send the CONN/B2 RTS PDU to the server as specified in section [2.2.4.6](#Section_7333ce146db744328da16bafae338e47).
5. Set the value of ConnectionTimeout in the CONN/B2 RTS PDU to the value of ConnectionTimeout in the inbound proxy Virtual Connection.
6. Set the value of INChannelCookie in the CONN/B2 RTS PDU to the value of DefaultInChannelCookie from the inbound proxy Virtual Connection.
7. Set the value of ReceiveWindowSize in the CONN/B2 RTS PDU to the value of ReceiveWindowSize in the inbound proxy Virtual Connection.
8. Set the value of VirtualConnectionCookie in the CONN/B2 RTS PDU to the value of VirtualConnectionCookie from the inbound proxy Virtual Connection.
9. Set the value of ProtocolVersion in the CONN/B2 RTS PDU to the value of ProtocolVersion from the inbound proxy Protocol Version.
10. Add the virtual connection cookie to the virtual connection cookie table.
11. Switch the IN channel to the server to plugged channel mode.
12. Transition the state to B3W.

##### CONN/B3 RTS PDU

An inbound proxy implementation MUST NOT accept the [CONN/B3 RTS PDU](#Section_fc4d094e997a4ff5b2d62dd35a74b7f1) in any state other than B3W. If it is received in any other state, this PDU is a protocol error and the inbound proxy MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this RTS PDU is received in B3W state, the inbound proxy implementation MUST perform the following actions in the sequence given:

1. Switch the IN channel to the server to unplugged channel mode.
2. Set the value of PeerReceiveWindow in the inbound proxy OUT channel to the value of ReceiveWindowSize in the CONN/B3 PDU.
3. Transition the state to opened.

##### IN\_R1/A1 and IN\_R2/A1 RTS PDUs

The [IN\_R1/A1 RTS PDU](#Section_f74df8d176f34f039e9b00fae1871940) and the [IN\_R2/A1 RTS PDU](#Section_6fa11428f60147ef878afb6b287cb2f8) have the same format and are processed identically by the inbound proxy. This section defines processing for IN\_R1/A1 only, but the same processing rules apply to IN\_R2/A1.

An inbound proxy implementation MUST NOT accept this RTS PDU in any state other than Open\_Start. If received in any other state, this PDU is a protocol error and the inbound proxy MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this RTS PDU is received in Open\_Start state, the inbound proxy implementation MUST retrieve the virtual connection cookie from the IN\_R1/A1 RTS PDU and search for a matching entry in the virtual connection cookie table. If found, it MUST execute the sequence of steps in section [3.2.3.5.5.1](#Section_dc829c79a90343e68fac2fcd70cbbc9d). If not found, it MUST execute the sequence of steps in section [3.2.3.5.5.2](#Section_6855e579f8304577a5ca96bc27755905).

###### Virtual Connection Cookie Found

If the virtual connection cookie is found in the virtual connection cookie table, an implementation of this protocol MUST execute these steps:

1. Inbound proxy MUST conform to IN\_R2 protocol sequence.
2. The virtual IN channel that belongs to the virtual connection found in the virtual connection cookie table is verified to be in opened state. If the verification fails, it is a protocol error and MUST be treated as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61). If the verification succeeds, the IN channel instance MUST be set as a nondefault IN channel and a component of the virtual IN channel found through the virtual connection cookie table. In terms of virtual IN channel state machine, this message MUST effect a transition as an IN\_R2/A1 event from the opened state to the Opened\_A5W state.
3. The successor IN channel from client to inbound proxy is switched to plugged channel mode.
4. The server MUST compare the value of PredecessorChannelCookie in the IN R2/A1 PDU to the value of the DefaultInChannelCookie from the inbound proxy Virtual Connection. If they do not match, the server MUST treat it as a protocol error as specified in section 3.2.3.5.10.
5. Set the value of the DefaultInChannelCookie in the inbound proxy Virtual Connection to the value of SuccessorChannelCookie from the IN R2/A1 PDU.
6. Wait for further network events.

###### Virtual Connection Cookie Not Found

If the virtual connection cookie is not found in the virtual connection cookie table, an implementation of this protocol MUST execute these steps:

1. The inbound proxy MUST conform to IN\_R1 protocol sequence.
2. Establish a TCP connection to the server using the server name and port from the IN channel request, as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f).
3. Add the virtual connection cookie to the virtual connection cookie table.
4. Send [IN\_R1/A2 RTS PDU](#Section_f17ca4fde8644dd38c18abfc9d69285e), as specified in section 2.2.4.11, to the server.

The IN\_R1/A2 RTS PDU **InboundProxyReceiveWindowSize** and **InboundProxyConnectionTimeout** fields come from the IN channel protocol variables [ReceiveWindowSize (section 3.2.1.1.5.1.1)](#Section_28541a34e5e6441eb0eb0d8888955406) and [ConnectionTimeout (section 3.2.1.1.6.1)](#Section_73422293348a4fccb2a1920e2a843502), respectively.

1. Set the value of ProtocolVersion in the IN\_R1/A2 RTS PDU to the value of ProtocolVersion from the inbound proxy Virtual Connection.
2. Set the value of NonDefaultInChannelCookie in the inbound proxy Virtual Connection to the value of PredecessorChannelCookie from the IN\_R1/A1 PDU.
3. Set the value of DefaultInChannelCookie in the inbound proxy Virtual Connection to the value of SuccessorChannelCookie from the IN\_R1/A1 PDU.
4. Switch the successor IN channel to plugged channel mode.
5. Transition to state Wait\_B2.

##### IN\_R1/A5 RTS PDU

An inbound proxy implementation MUST NOT accept the [IN\_R1/A5 RTS PDU](#Section_2c6f6ac6e337436886bd5a9ce7fba8a7) in any state other than opened. If received in any other state, this PDU is a protocol error and the inbound proxy MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this RTS PDU is received in opened state, the inbound proxy implementation MUST perform the following actions in the sequence given:

1. Send [IN\_R1/A6 RTS PDU](#Section_e2cda47773c34b398502af7371699835) to the server. The IN\_R1/A6 PDU is initialized by using the elements of the IN\_R1/A5 RTS PDU.
2. Send RPC PDUs queued due to flow control, if it has any, to the server as specified in section [3.2.1.4.1.3](#Section_e79748fd5c224e37a228b7c9719093ae).
3. Send [IN\_R1/B1 RTS PDU](#Section_5d3d0215e7da4808b1740b31747555bc) to the server.
4. Close the connection to the client and to the server.
5. Transition to the finished state.

##### IN\_R1/B2 RTS PDU

An inbound proxy implementation MUST NOT accept the [IN\_R1/B2 RTS PDU](#Section_38042a9368734051bf58b4d9cebeaf04) in any state other than Wait\_B2. If received in any other state, this PDU is a protocol error and the inbound proxy MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this RTS PDU is received in Wait\_B2 state, the inbound proxy implementation MUST perform the following actions in the sequence given:

1. Switch the successor IN channel to unplugged channel mode.
2. Set the value of PeerReceiveWindow in the inbound proxy OUT Channel to the value from ServerReceiveWindowSize from the IN\_R1/B2 RTS PDU.
3. Transition the state to opened.

##### IN\_R2/A5 RTS PDU

An inbound proxy implementation MUST NOT accept the [IN\_R2/A5 RTS PDU](#Section_09e55a69d32c4edcbb5b67aef3b55cff) in any state other than Opened\_A5W, and it MUST NOT accept this RTS PDU unless it is sent on the predecessor IN channel from the client to the inbound proxy. If either of these conditions is not met, this PDU is a protocol error and the inbound proxy MUST treat it as protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this RTS PDU is received in Opened\_A5W state, the inbound proxy implementation MUST perform the following actions in the sequence given:

1. Verify that the channel cookie in this RTS PDU matches the successor IN channel cookie. If it does not match, it MUST close the successor IN channel, transition to opened state, and skip the rest of the steps in this section.
2. Transition the state to opened.
3. Close the predecessor IN channel to the client.

##### Echo Request PDU

An inbound proxy implementation MUST NOT accept the Echo Request PDU in any state other than Open\_Start. If received in any other state, this PDU is a protocol error and the inbound proxy implementation MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).

If this PDU is received in an Open\_Start state, then the inbound proxy implementation MUST perform the following actions in the sequence given:

* Send an Echo Response PDU to the client.
* Transition to the Finished state.

##### Connection Close, Connection Error, and Protocol Error Encountered

Connection close and connection error encountered MUST be processed identically by implementations of this protocol. This section discusses connection close only, and implementations of this protocol MUST process connection errors that it encounters in the same way.

A connection close can come from either the client or the server. If a connection close comes from the client, the inbound proxy MUST free any data structures associated with it. If the connection close does not come while in a finished state, the inbound proxy MUST close all IN channels to the client and all IN channels to the server that belong to the virtual connection on which the close occurred, free all data structures associated with the virtual connection, and transition to the finished state. If the connection closed comes in the finished state, the inbound proxy MUST ignore this event.

If a connection close comes from the server, the inbound proxy MUST close all IN channels to the client and all IN channels to the server that belong to the virtual connection on which the close occurred, free all data structures associated with the virtual connection, and transition to the finished state.

Protocol error MUST be handled by the inbound proxy implementation by closing all IN channels to the client and all IN channels to the server that belong to the virtual connection on which the error occurred, freeing all data structures associated with the virtual connection, and transition to the finished state.

##### Processing Errors

If an implementation of this protocol on the inbound proxy encounters a processing error outside protocol errors, it SHOULD try to send an IN channel response as specified in section [2.1.2.1.3](#Section_df392a831d724b8c9ea08de5629fdd8b). If an implementation runs out of local resources to create a well-formed IN channel response as defined in this section, it SHOULD close the connection as if a protocol error was encountered as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61). If it is able to create a well-formed IN channel response, an implementation of this protocol performs the following steps:

* MUST set the status-code to 503.
* MUST set the **RPC-Error** field from the IN channel response to a hexadecimal representation of an implementation-specific error code. Windows implementations use Windows error codes as specified in [[MS-ERREF]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-ERREF%5D.pdf).
* SHOULD set the ee-info part of the reason-phrase from the IN channel response whenever the inbound proxy has additional error information in the format specified in [[MS-EERR]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-EERR%5D.pdf), as follows: EncodedEEInfo from the IN channel response SHOULD be set to a base64-encoded BLOB of the extended error information, as specified in [MS-EERR]. The base64 encoding MUST be as specified in [[RFC4648]](http://go.microsoft.com/fwlink/?LinkId=90487) section 4. The content of the BLOB itself is specified in [MS-EERR]. Implementations of this protocol SHOULD ensure that the total length of the reason-phrase line does not exceed 1,024 bytes.
* SHOULD set the message body as specified in section 2.1.2.1.3, and the EncodedEEInfo SHOULD be set to a base64-encoded BLOB. The base64 encoding MUST be as specified in [[RFC3548]](http://go.microsoft.com/fwlink/?LinkId=90432) section 4. The content of the BLOB is as specified in [MS-EERR].

##### Legacy Server Response

Inbound proxies MUST ignore the legacy server response and MUST NOT treat the absence of a legacy server response as a protocol error.

#### Timer Events

The keep-alive timer specified in section [3.2.3.2.1](#Section_e6f41c2ddda04acd9504e15733fa88f1) does not expire in a way that results in events for this protocol.

#### Other Local Events

An implementation of this protocol is not required to handle other local events.

### Outbound Proxy Details

This section gives details specific to an implementation of an outbound proxy. The state machine in the following diagram specifies the states and the transitions between them for the outbound proxy. Which event causes which transition is specified in section [3.2.4.5](#Section_303b914a7d6c4290bf21e4bd324ae892).



Figure : Outbound proxy state machine

The outbound proxy state machine is used when the outbound proxy is processing messages and PDUs coming from the network. When the state machine transitions to "Use Matching Channel State Machine", this means the state machine execution for this state machine stops and the current event (OUT\_R1/A3 with Cookie Match) is interpreted as OUT\_R2/A3 event for the state machine of the matching IN channel as specified in section [3.2.4.5.6](#Section_9af0ab9fa99e4b2eaca8a86a8626a285).

#### Abstract Data Model

This section describes a conceptual model of possible data organization that an implementation maintains to participate in this protocol. The described organization is provided to facilitate the explanation of how the protocol behaves. This document does not mandate that implementations adhere to this model as long as their external behavior is consistent with that described in this document.

An outbound proxy maintains several abstract protocol variables and data structures:

* A virtual connection cookie table as described in the common section.
* For each Virtual Connection, the data elements for a Virtual Connection as described in the common section.
* An IN Channel consisting of the data elements for a Receiving Channel as described in the common section.
* An OUT Channel consisting of the data elements for a Sending Channel and the Ping Originator as described in the common section.
* A set of Outbound Proxy-specific data elements as described in the following list.
	+ Resource Type UUID (section [3.2.4.1.1](#Section_8a558ea598f34d0b9c736929970314f1))
	+ Session UUID (section [3.2.4.1.2](#Section_f39fab6306354d52b955b4de26c04310))

##### Resource Type UUID

Implementations of this protocol MAY maintain a protocol variable for each virtual OUT channel called Resource Type UUID. Initially, when the OUT channel is created, the value of this variable is not set. This protocol variable is not currently used but is reserved for future extensibility.[<42>](#Appendix_A_42)

##### Session UUID

Implementations of this protocol MAY maintain a protocol variable, called Session UUID, for each virtual OUT channel. Initially, when the OUT channel is created, the value of this variable is not set. This protocol variable is not currently used but is reserved for future extensibility.[<43>](#Appendix_A_43)

#### Timers

An implementation of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect on the outbound proxy SHOULD implement the connection time-out timer defined in section [3.2.1.2.2](#Section_8626f755434b4ea08e188b1e839f549e).

#### Initialization

As part of initialization, implementations of this protocol MUST listen on HTTP/HTTPS URL namespace "/rpc/rpcproxy.dll" and SHOULD listen on HTTP/HTTPS URL namespace "/rpcwithcert/rpcproxy.dll".[<44>](#Appendix_A_44)

#### Higher-Layer Triggered Events

There are no higher-layer triggered events on the outbound proxy.

#### Message Processing Events and Sequencing Rules

The messages and PDUs listed in this section correspond to events in the state diagram in section [3.2.4](#Section_b7b1519a01294c6e9e259515cc1f974f).

All messages not specifically listed in this section and not marked for PDU forwarding as specified in section [3.2.1.5.2](#Section_f27f765865274acc9ccb577e340c263d), or messages whose syntax is specified in section [2](#Section_2f747b63df3d4ba68508afb6b5395bc6) of this protocol as invalid, SHOULD be treated by implementations of this protocol on the outbound proxy as protocol errors as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

##### RPC OUT Channel Request Received

When an RPC over HTTP v2 proxy receives the RPC OUT channel HTTP request, it MUST assume the role of an outbound proxy and transition to the Open\_Start state. The processing of the HTTP header fields from the HTTP request are defined as follows:

**Accept:** Implementations of this protocol on the outbound proxy SHOULD ignore this header field.

**Cache-Control:** Implementations of this protocol on the outbound proxy SHOULD ignore this header field.

**Connection:** Implementations of this protocol on the outbound proxy SHOULD ignore this header field.

**Content-Length:** Implementations of this protocol on the outbound proxy SHOULD ignore this header field.

**Pragma Directives:**

* Implementations of this protocol on the outbound proxy SHOULD ignore pragma directive "No-cache".
* If the "Pragma:MinConnTimeout=T" directive is present, implementations of this protocol on the outbound proxy MUST initialize the ConnectionTimeout protocol variable to the value of T from the pragma.
* Implementations of this protocol on the outbound proxy SHOULD check for the presence of the "Pragma:ResourceTypeUuid=R" directive, and if present, MUST set the Resource Type UUID protocol variable to the R value.
* Implementations of this protocol on the outbound proxy SHOULD check for the presence of the "Pragma:SessionId=S" directive, and if present, MUST set the Session UUID protocol variable to the S value.

**Protocol:** Implementations of this protocol on the outbound proxy SHOULD ignore this header field.

**User-Agent:** Implementations of this protocol on the outbound proxy SHOULD ignore this header field.

##### RPC PDU Received

An RPC PDU MUST be received from the server only and MUST NOT be received from the client. If the RPC PDU is received on an OUT channel from the client, the outbound proxy MUST close the OUT channel to the client and the OUT channel to the server for the virtual OUT channel to which the OUT channel to the client belongs.

If the PDU is received from the server on a given connection, an implementation of this protocol MUST find the default OUT channel that belongs to the same virtual connection as the connection on which the PDU from the server was received. Once the OUT channel is found, an implementation of this protocol MUST copy the PDU as a BLOB in the message body of this OUT channel request as defined in section [2.1.2.1.2](#Section_cafd81a5480b46be81d651100bc74f4e) and send the PDU subject to flow control requirements as specified in section [3.2.1.5.1](#Section_292fbe426b624cc8bdd898a6ec981f83).

##### CONN/A1 RTS PDU

An outbound proxy implementation MUST NOT accept the [CONN/A1 RTS PDU](#Section_cf6b110dc3224bb7bbc71e8c9584ca78) in any state other than Open\_Start. If it is received in any other state, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in Open\_Start state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Establish a TCP connection to the server using the server name and port from the OUT channel request as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f).
2. Send [CONN/A2 RTS PDU](#Section_e0bc3951715a466cb5a52294b24050b8) to the server, setting the **ChannelLifetime** field to the value of the ChannelLifetime protocol variable of the Virtual OUT Channel.
3. Set the value of OutChannelCookie in the CONN/A2 RTS PDU to the value of DefaultOutChannelCookie from the outbound proxy Virtual Connection.
4. Set the value of ReceiveWindowSize in the CONN/A2 RTS PDU to the value of ReceiveWindow from the outbound proxy Virtual Connection.
5. Set the value of ProtocolVersion in the CONN/A2 RTS PDU to the value of ProtocolVersion from the outbound proxy Virtual Connection.
6. If all operations so far have been successful, send an OUT channel response on the OUT channel to the client. The fields for OUT channel response are defined as follows:
	* HTTP-Version: MUST be the string "HTTP/1.1".
	* Status-Code: MUST be the string "200".
	* Reason-Phrase: MUST be "Success".
	* Content-Type: Outbound proxies MUST set this header field to the string "application/rpc".
	* Content-Length: Outbound proxies MUST set this field to an implementation-specific value in the inclusive range of 128 kilobytes to 2 gigabytes.[<45>](#Appendix_A_45)

In failure case, the outbound proxy MUST use the same processing rules as the inbound proxy as defined in section [3.2.3.5.11](#Section_4f5e1556c45b460ebd8ae5349cfcc423) and skip the rest of the processing in this section.

1. Send [CONN/A3 RTS PDU](#Section_8b0f1fe982f24775bebfbf0e4705613a) on the OUT channel to the client. Set the value of ConnectionTimeout in the CONN/A3 RTS PDU to the value of ConnectionTimeout from the outbound proxy Virtual Connection.
2. Add the virtual connection cookie to the virtual connection cookie table.
3. The ReceiveWindowSize from this PDU MUST be used to set the **ReceiveWindowSize** ADM from section [3.2.1.1.5.1.1](#Section_28541a34e5e6441eb0eb0d8888955406).
4. Set the value of DefaultOutChannelCookie in the outbound proxy Virtual Connection to the value of OutChannelCookie in the CONN/A1 RTS PDU.
5. Transition the state to C1W and wait for further network events.

##### CONN/C1 RTS PDU

An outbound proxy implementation MUST NOT accept the [CONN/C1 RTS PDU](#Section_e3f885e6fed1434fa6ef0c77396e1c77) in any state other than C1W. If it is received in any other state, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in C1W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Send [CONN/C2 RTS PDU](#Section_10aa0fe8768f4546a58cea6b95fc12e5) on the OUT channel to the client. The CONN/C2 RTS PDU is initialized using the elements of the CONN/C1 RTS PDU.
2. Set the value of ProtocolVersion in the CONN/C2 RTS PDU to the value of ProtocolVersion in the outbound proxy Virtual Connection.
3. Set the value of ReceiveWindowSize in the CONN/C2 RTS PDU to the value of ReceiveWindowSize in the Outbound Proxy In Channel.
4. Set the value of ConnectionTimeout in the CONN/C2 RTS PDU to the value of ConnectionTimeout in the Outbound Proxy Virtual Connection.
5. Transition the state to opened.

##### OUT\_R1/A1 or OUT\_R2/A1 RTS PDUs

The [OUT\_R1/A1 RTS PDU](#Section_2a3d5936705d447a8222629df163b8aa) and the [OUT\_R2/A1 RTS PDU](#Section_58d78061b91f47b2ac1a1dfef97988f3) have the same format and are processed identically by the outbound proxy. This section explains processing for OUT\_R1/A1 only, but the same processing rules apply to OUT\_R2/A1.

An outbound proxy implementation MUST NOT accept this RTS PDU in any state other than opened. If it is received in any other state, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in opened state, the outbound proxy implementation MUST send [OUT\_R1/A2](#Section_53e1f8f6365a4e15a1a5cfe67713130d) or [OUT\_R2/A2](#Section_ad4f5579171f4afd845f7cc3942d38c6) to the client, depending on whether OUT\_R1/A1 or OUT\_R2/A1 is received on the default OUT channel. OUT\_R1/A2 and OUT\_R2/A2 have the same format.

##### OUT\_R1/A3 or OUT\_R2/A3 RTS PDUs

The [OUT\_R1/A3 RTS PDU](#Section_a5a32ca62279465aa2ed6c94c90a3526) and the [OUT\_R2/A3 RTS PDU](#Section_b2b095a31a914857a88af248473a31c9) have the same format, and the outbound proxy determines which RTS PDU it received based on internal state as defined in this section.

An outbound proxy implementation MUST NOT accept either of these RTS PDUs in any state other than Open\_Start. If they are received in any other state, the outbound proxy MUST treat these PDUs as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If either of these RTS PDUs is received in the Open\_Start state, the outbound proxy implementation MUST retrieve the virtual connection cookie from the OUT\_R1/A3 RTS PDU and search for a matching cookie in the virtual connection cookie table. If found, it MUST execute the sequence of steps specified in section [3.2.4.5.6.1](#Section_45b6fa095558482dacf9bb519d22b213). If not found, it MUST execute the sequence of steps specified in section [3.2.4.5.6.2](#Section_1331e4936edc476c915ca486da7fed83).

###### Virtual Connection Cookie Found

If the virtual connection cookie is found in the virtual connection cookie table, an implementation of this protocol MUST execute these steps:

1. Conform the outbound proxy to the OUT\_R2 protocol sequence.
2. Initialize an instance of the Outbound Proxy OUT Channel and set the Non Default Outbound Channel Reference of the Outbound Proxy Virtual Connection, which is considered the successor channel.
3. Set the Non Default OUT Channel Cookie in the Outbound Proxy Virtual Connection to the value of SuccessorChannelCookie in the OUT\_R2/A3 RTS PDU.
4. Compare the PredecessorChannelCookie in the OUT\_R2/A3 PDU to the Default OUT Channel Cookie in the Outbound Proxy Virtual Connection. If they do not match, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).
5. Set the value of PeerReceiveWIndow in the outbound proxy OUT Channel to the value of OutboundProxyReceiveWindowSize in the OUT R2/A3 RTS PDU.
6. Send [OUT\_R2/A4 RTS PDU](#Section_97abd776904c488ab86fe34bb4035163) to the server.
7. Switch the successor OUT channel instance to plugged channel mode.
8. Transition the state machine to state B1OrC1W.

###### Virtual Connection Cookie Not Found

If the virtual connection cookie is not found in the virtual connection cookie table, an implementation of this protocol MUST execute these steps:

1. Conform the outbound proxy to the OUT\_R1 protocol sequence.
2. Establish a TCP connection to the server using the server name and port from the OUT channel request as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f).
3. Send [OUT\_R1/A4 RTS PDU](#Section_ea81e319c4b64a95b4fcf819deb8bd42) to the server, setting the **ChannelLifetime** field to the value of the ChannelLifetime protocol variable of the Virtual OUT Channel of the virtual connection.
4. Set the value of OutboundProxyConnectionTimeout in the OUT R1/A4 RTS PDU to the value of ConnectionTimeout from the outbound proxy Virtual Connection.
5. Set the value of OutboundProxyReceiveWindowSize in the OUT R1/A4 RTS PDU to the value of ReceiveWindowSize in the outbound proxy Virtual Connection.
6. Set the value of PredecessorChannelCookie in the OUT R1/A4 RTS PDU to the value of DefaultOutChannelCookie in the outbound proxy Virtual Connection.
7. Set the value of SuccessorChannelCookie in the OUT R1/A4 RTS PDU to the value of NonDefaultOutChannelCookie from the outbound proxy Virtual Connection.
8. Set the value of ProtocolVersion in the OUT R1/A4 RTS PDU to the value of ProtocolVersion from the outbound proxy Virtual Connection.
9. Switch the successor OUT channel instance to plugged channel mode.
10. Transition to state A11W.

##### OUT\_R1/A5 RTS PDU

An outbound proxy implementation MUST NOT accept the [OUT\_R1/A5 RTS PDU](#Section_3dcaaff970b644d59a471e9a7a85fe9e) in any state other than opened. If it is received in any other state, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in opened state, the outbound proxy implementation MUST send the [OUT\_R1/A6 RTS PDU](#Section_76465549f012484489ccdb025f2c54f4) to the client on the default OUT channel. The OUT R1/A6 RTS PDU is initialized using the elements of the OUT R1/A5 RTS PDU. The state remains unchanged.

##### OUT\_R1/A9 RTS PDU

An outbound proxy implementation MUST NOT accept the [OUT\_R1/A9 RTS PDU](#Section_035d3f5a08694c5296c406602c5fc6c6) in any state other than opened. If it is received in any other state, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in opened state, an implementation of the outbound proxy implementation MUST execute these steps:

* Send RPC PDUs that might be queued due to flow control to the client on the default OUT channel, observing flow control rules as specified in section [3.2.1.4.1.3](#Section_e79748fd5c224e37a228b7c9719093ae).
* Send [OUT\_R1/A10 RTS PDU](#Section_de7fdd0e68434d96b734ec3dd7a35f1d) to the client on the default OUT channel. Implementations SHOULD NOT send any additional bytes on the connection.[<46>](#Appendix_A_46)
* Close the connection to the client and to the server.
* Transition the state to the finished state.

##### OUT\_R1/A11 RTS PDU

An outbound proxy implementation MUST NOT accept the [OUT\_R1/A11 RTS PDU](#Section_1ee2a69b7b1245f78ceed3fdb746dedd) in any state other than A11W. If it is received in another state, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in A11W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Switch the successor OUT channel to unplugged channel mode.
2. Send an OUT channel response on the OUT channel to the client. The fields for an OUT channel response are defined as follows:
	* HTTP version: MUST be the string "HTTP/1.1".
	* Status-Code: MUST be the string "200".
	* Reason-Phrase: MUST be the string "Success".
	* Content-Type: Outbound proxies MUST set this header field to the string "application/rpc".
	* Content-Length: Outbound proxies MUST set this field to an implementation-specific value in the inclusive range of 128 kilobytes to 2 gigabytes.[<47>](#Appendix_A_47)
3. Transition the state to opened.

##### OUT\_R2/B1 RTS PDU

An outbound proxy implementation MUST NOT accept the [OUT\_R2/B1 RTS PDU](#Section_7968f0d5f0284c738cae09667887164c) in any state other than B1W or B1OrC1W. If this condition is not met, the outbound proxy MUST treat this PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in B1W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Send all RPC PDUs that might be queued due to flow control to the client on the default OUT channel, observing flow control rules as specified in section [3.2.1.4.1.3](#Section_e79748fd5c224e37a228b7c9719093ae).
2. Send [OUT\_R2/B3 RTS PDU](#Section_0634df8b56fb40f89c9ccf243747e752) to the client on the default OUT channel. Implementations SHOULD NOT send any additional bytes on the channel after the OUT\_R2/B3 RTS PDU.[<48>](#Appendix_A_48)
3. Switch the default OUT channel to the successor OUT channel instance.
4. Switch the default OUT channel to unplugged channel mode.
5. Send OUT channel response header as specified in section [2.1.2.1.4](#Section_15d11e7e400e4c7988694c3392fe7884) on the successor OUT channel instance.
6. Transition the state to opened.
7. Close the predecessor OUT channel to the client.

If this RTS PDU is received in the B1OrC1W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Send all RPC PDUs that might be queued due to flow control to the client on the default OUT channel, observing flow control rules as specified in section 3.2.1.4.1.3
2. Send OUT\_R2/B3 RTS PDU to the client on the default OUT channel. Implementations SHOULD NOT send any additional bytes on the channel after the OUT\_R2/B3 RTS PDU.[<49>](#Appendix_A_49)
3. Switch the default OUT channel to the successor OUT channel instance.
4. Switch the default OUT channel to unplugged channel mode.
5. Transition the state to R2C1W state and wait for further network events.
6. Close the predecessor OUT channel to the client.

##### OUT\_R2/C1 RTS PDU

An outbound proxy implementation MUST NOT accept the OUT\_R2/C1 RTS PDU in any state other than R2C1W or B1OrC1W. If this condition is not met, the outbound proxy MUST treat the PDU as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in the R2C1W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Send the OUT channel response header as specified in section [2.1.2.1.4](#Section_15d11e7e400e4c7988694c3392fe7884) on the successor OUT channel instance.
2. Transition the state to opened.

If this RTS PDU is received in the B1OrC1W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

* Transition the state to B1W state and wait for further network events.

##### OUT\_R2/B2 RTS PDU

An outbound proxy implementation MUST NOT accept the [OUT\_R2/B2 RTS PDU](#Section_cb68c0eed2614f70851e38ba58943281) in any state other than B1W. If this condition is not met, this PDU is a protocol error and the outbound proxy MUST treat it as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this RTS PDU is received in B1W state, the outbound proxy implementation MUST perform the following actions in the sequence given:

1. Transition the state to opened.
2. Close the successor OUT channel to the client.

##### Echo Request PDU

An outbound proxy implementation MUST NOT accept the Echo Request PDU in any state other than Open\_Start. If this condition is not met, the outbound proxy implementation MUST treat it as a protocol error as specified in section [3.2.4.5.14](#Section_29f3b4a7b29f455d89b2796d11acb465).

If this PDU is received in an Open\_Start state, then the outbound proxy implementation MUST perform the following actions in the sequence given:

* Send an Echo Response PDU to the client.
* Transition to the Finished state.

##### Connection Close, Connection Error, and Protocol Error Encountered

Connection close and connection error encountered MUST be handled identically by implementations of this protocol. This section discusses connection close. Implementations of this protocol MUST handle connection errors that it encounters in the same way. A connection close can come from either the client or the server. If a connection close comes from the client, the outbound proxy MUST free any data structures associated with it. If the connection close does not come while in a finished state, the outbound proxy MUST close all OUT channels to the client and all OUT channels to the server, free all data structures associated with the virtual connection, and transition to finished state. If the connection close comes in the finished state, the outbound proxy MUST ignore this event.

If a connection close comes from the server, the outbound proxy MUST close all OUT channels to the client and all OUT channels to the server, free all data structures associated with the virtual connection, and transition to finished state.

Protocol error MUST be handled by the outbound proxy implementation by closing all OUT channels to the client and all OUT channels to the server, freeing all data structures associated with the virtual connection, and transitioning to finished state.

##### Legacy Server Response

Outbound proxies MUST ignore the legacy server response and MUST NOT treat the absence of a legacy server response as a protocol error.

#### Timer Events

Each time the connection time-out timer defined in section [3.2.1.2.2](#Section_8626f755434b4ea08e188b1e839f549e) expires, an implementation of this protocol MUST send a [Ping RTS PDU (section 2.2.4.49)](#Section_d3eaa094da34472dab41a442149b02f3) on the default OUT channel for this virtual connection. This will prevent network agents from closing the connection used by the OUT channel response due to it being idle. An implementation of this protocol MAY choose when to notify the server that it has sent a PDU to the client and thus consume part of the OUT channel lifetime. When it chooses to notify the server, it MUST do so using a [Ping Traffic Sent Notify RTS PDU (section 2.2.4.47)](#Section_427c0d8e06c34a2b8a1a50b5ec2de0ed).[<50>](#Appendix_A_50)

#### Other Local Events

An implementation of this protocol is not required to handle other local events.

### Server Details

This section gives details specific to an implementation of a server. The state machine shown in the following figure specifies the states and the transitions between them for the server. Which event causes which transition is specified in sections [3.2.5.4](#Section_d3642174a6424206805bdb56579f153d) and [3.2.5.5](#Section_747788459444472997d5775350989643).



Figure : Server state machine

The server state machine is used when the server is processing messages and PDUs coming from the network. The following description of the state machine is provided as an aid to understanding the overall work of the state machines. This description is not a substitute for the processing specifications in section 3.2.5.5.

The connection open state machine is used during connection opening. Once a transition to the opened state of that state machine is made, the IN channel and OUT channel state machines are started from the opened state. The IN channel and OUT channel have independent state machines that run in parallel.

When a new TCP connection to the server is established, the server implementation does not yet know whether this connection will be used to establish a new virtual connection or to recycle an IN channel or an OUT channel. This is why, at this stage, the state machine is in Open\_Start state. Once an RTS PDU is received, an implementation of this protocol can inspect the RTS PDU and determine which state machine it will use.

#### Abstract Data Model

This section describes a conceptual model of possible data organization that an implementation maintains to participate in this protocol. The described organization is provided to facilitate the explanation of how the protocol behaves. This document does not mandate that implementations adhere to this model, as long as their external behavior is consistent with that described in this document.

 When functioning in the server role, this protocol maintains a number of variables:

* A Virtual Connection Cookie Table as described in the common Abstract Data Model (ADM) elements section.
* For each Virtual Connection in the Virtual Connection Cookie Table, the Virtual Connection data elements as described in the common section.
* For each Virtual Connection, an OUT Channel consisting of the **SendingChannel** ADM elements in the common section.
* For each Virtual Connection, an IN Channel consisting of the **ReceivingChannel** ADM elements in the common section.
* A number of server role-specific elements as described in the following list.
	+ **In Proxy Connection Timeout**: a time duration used to configure the In Proxy Connection Timer.
	+ **Association Group Id**: a cookie defined in section [2.2.3.1](#Section_3563e3462c3f439da06cc71223ac13e5) that uniquely identifies an association.
	+ **Connection Setup Timer**: a timer used to detect failed connection establishment as defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
	+ **Client Address**: the client address as defined in section [2.2.3.2](#Section_2a474ed84a234322b250570c9c7280a6).
	+ **Virtual IN Channel State**: a variable to contain the current state of the Virtual IN Channel State machine.
	+ **Virtual OUT Channel State**: a variable to contain the current state of the Virtual OUT Channel State machine.

#### Timers

An implementation of the [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) protocol dialect on the server SHOULD implement the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).

##### Connection Setup Timer

The connections setup timer SHOULD be set to expire in 15 minutes. It is used to detect a case where the IN channel of a virtual connection is set up but the OUT channel of the same virtual connection is not, or vice versa.

#### Initialization

Implementations of this protocol MUST listen on a TCP port defined by a higher-level protocol.

The [Virtual Connection Cookie Table](#Section_b58a9fe5943e461699e5ea5639ae6995) is initialized as an empty table.

**Default OUT Channel** is initialized to indicate the first or primary channel. Except during channel recycling, which is not active when the protocol is initialized, there is only a single OUT channel.

**Temporary Cookie Variable** is initialized to a new RTS cookie of arbitrary value. The initial value of the cookie will not be used in protocol behavior.

##### Virtual Connection Cookie Table

The Server Virtual Connection Cookie table is initialized to an empty state.

##### Server Virtual Connection

The Server Virtual Connection is initialized from a CONN/A2, as defined in section [3.2.5.5.3](#Section_d56c496589c64efa847dd7e9ba752578), or a CONN/B2 PDU, as defined in section [3.2.5.5.4](#Section_54d24e2a45734edd82c1ccba9162c298).

* Server Virtual Connection Cookie - the cookie is copied from the VirtualConnectionCookie in either the CONN/A2 or CONN/B2 packet.
* Default In Channel Reference - If this is a CONN/B2 packet, then a Server In Channel is initialized from the CONN/B2 packet and set; otherwise, this is set to an empty reference.
* Non-Default In Channel Reference - initialized to an empty reference.
* Default Out Channel Reference - If this is a CONN/A2 packet, then a Server Out Channel is initialized from the CONN/A2 packet and set; otherwise, this is set to an empty reference.
* Non-Default Out Channel Reference - initialized to an empty reference.
* In Channel State - initialized to the Open\_Start state.
* Out Channel State - initialized to the Open\_Start state.
* Protocol Version - initialized from Version field of either the CONN/A2 or the CONN/B2 PDU.
* In Proxy Connection Timeout - initialized from the **ConnectionTimeout** field of the CONN/B2 PDU.
* Association Group ID - initialized from the CONN/B2 PDU.
* Connection Setup Timer - initialized as defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
* Client Address - initialized from the CONN/B2 PDU.

#### Higher-Layer Triggered Events

An implementation of this protocol dialect on the server MUST handle sending a PDU from a higher layer.

##### Sending a PDU

When an implementation of a higher-level protocol calls to an implementation of this protocol to send a PDU to the client, the implementation of this protocol MUST send the PDU on the default OUT channel to the outbound proxy, subject to flow control requirements as specified in section [3.2.1.5.1](#Section_292fbe426b624cc8bdd898a6ec981f83).

If the implementation of this protocol encounters an error while sending the data, it MUST take the following actions:

* Indicate to the higher layer, in an implementation-specific way, that the operation failed.
* Treat the connection as closed.
* Request the TCP protocol stack to close all IN channel and OUT channels that belong to this virtual connection.

If the channel lifetime sent protocol variable for the default OUT channel approaches the channel lifetime as specified later in this paragraph, the implementation of this protocol MUST initiate channel recycling as defined in this section. An implementation MAY define when the number of bytes sent is approaching the channel lifetime in an implementation-specific way. However, it SHOULD define it in such a way as to open the successor OUT channel early enough so that it is fully opened before the predecessor channel has channel lifetime, and yet use as much of the predecessor channel as it can.[<51>](#Appendix_A_51)

For more information on the protocol sequences associated with OUT channel recycling, see sections [3.2.1.5.3.4](#Section_b1a4f11cff804627b681c4d0b71c989f) and [3.2.1.5.3.5](#Section_e5cdf7ad68e24be5a4d413d7ee8d83e6) of this document.

#### Message Processing Events and Sequencing Rules

Unless explicitly specified in a message or PDU section, the messages and PDUs listed in this section correspond to events in the state diagram at the beginning of section [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a).

All messages not specifically listed in this section, or messages whose syntax is specified in section [2](#Section_2f747b63df3d4ba68508afb6b5395bc6) of this protocol as invalid, SHOULD be treated by implementations of this protocol on the server as protocol errors, as defined in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

##### Establishing a Connection

When a connection to the server is established, the server SHOULD send the legacy server response as specified in section [2.1.1.2.1](#Section_7fdecad1d1bf449780dd32d85371a155) and transition to state Open\_Start.

##### Receiving an RPC PDU

When an implementation of this protocol receives an RPC PDU, it MUST pass it on to a higher-layer protocol without modifying the contents of the RPC PDU. This happens in an implementation-specific way. If it encounters a protocol error while processing the RPC PDU, it MUST handle the error as defined in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).[<52>](#Appendix_A_52)

##### CONN/A2 RTS PDU

A server implementation MUST NOT accept the [CONN/A2 RTS PDU](#Section_e0bc3951715a466cb5a52294b24050b8) in any state other than Open\_Start or A2W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

A server implementation MUST extract the virtual connection cookie from the CONN/A2 RTS PDU and search for this cookie value in the virtual connection cookie table. If found, the virtual connection is called the existing virtual connection. In such a case, the server implementation MUST verify that the existing virtual connection is in state A2W. If it is, the server implementation MUST continue execution on the state machine of the existing virtual connection and MUST continue processing this PDU as specified in section [3.2.5.5.3.2](#Section_a57dfe0a39964b9b9e6395d861d7f639). If this condition is not met, the server MUST treat this PDU as a protocol error, as specified in section 3.2.5.5.13.

If the server implementation fails to find a virtual connection in the virtual connection cookie table with the same cookie as the virtual connection cookie from this PDU, the server MUST continue processing as specified in section [3.2.5.5.3.1](#Section_297a9161389845249499b21a46abc016) of this document. In such a case, the server implementation MUST verify that the new virtual connection is in state **Open\_Start**. If this condition is met, the server MUST treat this PDU as a protocol error, as specified in section 3.2.5.5.13

###### Virtual Connection Not Found

If the virtual connection is not found in the virtual connection cookie table as specified in the previous section, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Set up the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
2. Add the virtual connection cookie to the virtual connection cookie table.
3. Set the value of ChannelLifeTime in the server OUT Channel to the value of ChannelLifeTime from the CONN/A2 RTS PDU.
4. Set the value of DefaultOutChannelCookie in the server Virtual Connection to the value of OUTChannelCookie from the CONN/A2 RTS PDU.
5. Set the value of PeerReceiveWindow in the server OUT Channel to the value of ReceiveWindowSize from the CONN/A2 RTS PDU.
6. Set the value of ProtocolVersion in the server Virtual Connection to the value of ProtocolVersion from the CONN/A2 RTS PDU.
7. Transition to state B2W and wait for further events.

###### Virtual Connection Found

If the virtual connection is found in the virtual connection cookie table as specified in the previous section, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Cancel the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
2. Set the value of ProtocolVersion in the server Virtual Connection to the minimum of the value of ServerVirtualConnection in the CONN/A2 PDU and the value of ProtocolVersion in the CONN/A2 PDU.
3. Send [CONN/C1 RTS PDU](#Section_e3f885e6fed1434fa6ef0c77396e1c77) on the OUT channel to the outbound proxy.
	1. Set the value of ProtocolVersion in the CONN/C1 RTS PDU to the value of ProtocolVersion from the server Virtual Connection.
	2. Set the value of ReceiveWindowSize in the CONN/C1 RTS PDU to the value of InProxyReceiveWindowSize in the server Virtual Connection.
	3. Set the value of ConnectionTimeout in the CONN/C1 RTS PDU to the value of InProxyConnectionTimeout from the server Virtual Connection.
4. Send [CONN/B3 RTS PDU](#Section_2df5a5b7edda4e839c819dcd0c14e32a) on the IN channel to the inbound proxy.
	1. Set the value of ReceiveWindowSize in the CONN/B3 RTS PDU to the value of ReceiveWindow from the server IN Channel.
	2. Set the value of **Version** in the CONN/B3 RTS PDU to the value of **Protocol Version** from the Server Virtual Connection.
5. Transition to opened state.
6. The virtual IN channels and virtual OUT channel MUST start their own state machines as specified in the beginning of section [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a) of this document.

##### CONN/B2 RTS PDU

A server implementation MUST extract the virtual connection cookie from the [CONN/B2 RTS PDU](#Section_7333ce146db744328da16bafae338e47) and search for this cookie value in the virtual connection cookie table. If found, the virtual connection is called an existing virtual connection. In such a case, the server implementation MUST verify that the existing virtual connection is in state B2W, and if it is, it MUST continue execution on the state machine of the existing virtual connection and MUST continue processing this PDU as specified in section [3.2.5.5.4.2](#Section_7d43d0becda340c791f6e4da777a818a).

If the server implementation fails to find a virtual connection in the virtual connection cookie table with the same cookie as the virtual connection cookie from this PDU, the server MUST continue processing as specified in section [3.2.5.5.4.1](#Section_659147e36373489587b171509d4a7654). In such a case, the server implementation MUST verify that the new virtual connection is in state **Open\_Start**. If this condition is not met, the server MUST treat this PDU as a protocol error, as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

A server implementation MUST NOT accept the CONN/B2 RTS PDU in any state other than **Open\_Start** or **B2W**. If this condition is not met, the server MUST treat this PDU as a protocol error, as specified in section 3.2.5.5.13.

###### Virtual Connection Not Found

If the virtual connection is not found in the virtual connection cookie table as specified in the previous section, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Set up the connection setup timer specified in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
2. Add the virtual connection cookie to the virtual connection cookie table.
3. Set the value from AssociationGroupID in the server Virtual Connection to the value of AssociationGroupId in the CONN/B2 PDU.
4. Set the value of ClientAddress in the server Virtual Connection to the value of ClientAddress in the CONN/B2 PDU.
5. Set the value of InPoxyConnectionTimeout in the server Virtual Connection to the value of ConnectionTimeout from the CONN/B2 PDU.
6. Set the value of DefaultInChannelCookie in the server Virtual Connection to the value of InChannelCookie from the CONN/B2 PDU.
7. Set the value of InProxyReceiveWindow in the server Virtual Connection to the value of ReceiveWindowSize from the CONN/B2 PDU.
8. Set the value of ProtocolVersion in the server Virtual Connection to the value of ProtocolVersion in the CONN/B2 PDU.
9. Transition to state A2W.

###### Virtual Connection Found

If the virtual connection is found in the virtual connection cookie table as specified in the previous section, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Cancel the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
2. Set the value of ProtocolVersion in the server Virtual Connection to the minimum of the value of ProtocolVersion in the server Virtual Connection and the value of ProtocolVersion from the CONN/B2 PDU.
3. Send [CONN/C1 RTS PDU](#Section_e3f885e6fed1434fa6ef0c77396e1c77) on the OUT channel to the outbound proxy.
	1. Set the value of **ProtocolVersion** in the CONN/C1 RTS PDU to the value of **ProtocolVersion** from the server Virtual Connection.
	2. Set the value of the **ReceiveWindowSize** in the CONN/C1 RTS PDU to the value of **InProxyReceiveWindowSize** in the server Virtual Connection.
	3. Set the value of **ConnectionTimeout** in the CONN/C1 RTS PDU to the value of **InProxyConnectionTimeout** from the server Virtual Connection.
4. Send [CONN/B3 RTS PDU](#Section_fc4d094e997a4ff5b2d62dd35a74b7f1) on the IN channel to the inbound proxy.
	1. Set the value of **ReceiveWindowSize** in the CONN/B3 RTS PDU to the value of **ReceiveWindow** from the server IN Channel.
	2. Set the value of **Version** in the CONN/B3 RTS PDU to the value of **Protocol Version** from the Server Virtual Connection.
5. Set the value of ProtocolVersion in the CONN/B3 RTS PDU to the value of ProtocolVersion from the server Virtual Connection.
6. Transition to the opened state.
7. The virtual IN and OUT channels MUST start their own state machines as specified in the beginning of section [3.2.5](#Section_ff55beae6d5b412bb5af78d9754e3c7a).

##### IN\_R1/A2 RTS PDU

A server implementation MUST NOT accept the [IN\_R1/A2 RTS PDU](#Section_f17ca4fde8644dd38c18abfc9d69285e) in any state other than Open\_Start. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in Open\_Start state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Retrieve the virtual connection cookie from this RTS PDU and find it in the virtual connection cookie table. If the connection is not found, an implementation of this protocol MUST treat this as a protocol error, MUST handle this as specified in section 3.2.5.5.13, and MUST skip the rest of the processing in this section. If found, an implementation of this protocol MUST execute steps two through six.
2. Once the virtual connection is found, the IN channel on which this RTS PDU arrived MUST be attached as a component to the virtual IN channel for the virtual connection, and it MUST also be set as nondefault and successor IN channel. The existing IN channel is considered the predecessor channel.
3. Verify that the **PredecessorChannelCookie** from this RTS PDU matches the IN channel cookie on the predecessor IN channel. If they do not match, an implementation of this protocol MUST treat this as a protocol error, MUST handle this as specified in section 3.2.5.5.13, and MUST skip the rest of the processing in this section. If they match, an implementation of this protocol MUST execute steps four through six.
4. Set up the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2).
5. Send [IN\_R1/A3 RTS PDU](#Section_130b8d39899e4847bbf031b197abbd5f) on the default OUT channel to the outbound proxy.

Incoming IN\_R1/A2 RTS PDU elements MUST be copied to the IN\_R1/A3 RTS PDU and MUST be copied to the virtual connection **ReceiveWindowSize** ([3.2.1.1.5.1.1](#Section_28541a34e5e6441eb0eb0d8888955406)) and **ConnectionTimeout** ([3.2.1.1.6.1](#Section_73422293348a4fccb2a1920e2a843502)) ADM elements.

1. Set the value of ProtocolVersion in the IN\_R1/A3 RTS PDU to the value of ProtocolVersion from the server Virtual Connection.
2. Transition to the A6W state.

##### IN\_R1/A6 RTS PDU

A server implementation MUST NOT accept the [IN\_R1/A6 RTS PDU](#Section_e2cda47773c34b398502af7371699835) in any state other than A6W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in A6W state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Cancel the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2) in the server Virtual Connection.
2. Compare the value of NonDefaultInChannelCookie in the server Virtual Connection to the value of SuccessorInChannelCookie from the IN\_R1/A6 RTS PDU. If the values do not match, the server MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).
3. Transition to the Opened\_B1W state.

##### IN\_R1/B1 RTS PDU

A server implementation MUST NOT accept the [IN\_R1/B1 RTS PDU](#Section_5d3d0215e7da4808b1740b31747555bc) in any state other than Opened\_B1W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in Opened\_B1W state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Switch the default IN channel from the predecessor IN channel to the successor IN channel.
2. Send [IN\_R1/B2 RTS PDU](#Section_38042a9368734051bf58b4d9cebeaf04) on the successor IN channel to the inbound proxy.
3. Set the value of ServerReceiveWindowSize in the IN R1/B2 RTS PDU to the value of ReceiveWindowSize from the server Virtual Connection.
4. Close the IN channel connection to the predecessor inbound proxy.
5. Transition to the opened state.

##### IN\_R2/A2 RTS PDU

A server implementation MUST NOT accept the [IN\_R2/A2 RTS PDU](#Section_025bac0d61814e0eb3fdf4f43cfbc51a) in any state other than opened. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in opened state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Update the Virtual IN **channel cookie** for the Virtual IN connection on which this RTS PDU is received with the **SuccessorChannelCookie** from this RTS PDU.
2. Send [IN\_R2/A3 RTS PDU](#Section_29f05d56883246be82d742685ebfcd59) on the default OUT channel to the outbound proxy.

State does not change as a result of this event.

##### OUT\_R1/A4 RTS PDU

A server implementation MUST NOT accept the [OUT\_R1/A4 RTS PDU](#Section_ea81e319c4b64a95b4fcf819deb8bd42) in any state other than Opened\_A4W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in Opened\_A4W state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Send [OUT\_R1/A5 RTS PDU](#Section_3dcaaff970b644d59a471e9a7a85fe9e) on the predecessor OUT channel to the outbound proxy.
	1. Set the value of ProtocolVersion in the OUT R1/A5 RTS PDU to the value of ProtocolVersion in the server Virtual Connection.
	2. Set the value of OutboundProxyConnectionTimeout in the OUT R1/A5 RTS PDU to the value of OutboundProxyConnectionTimeout from the OUT R1/A4 RTS PDU.
2. Set the value of ChannelLifetime in the outbound proxy Virtual Connection to the value of ChannelLifetime from the OUT R1/A4 RTS PDU.
3. Set the value of ConnectionTimeout in the outbound proxy Virtual Connection to the value of OutboundProxyConnectionTimeout from the OUT R1/A4 RTS PDU.
4. Set the value of PeerReceiveWindow in the outbound proxy OUT Channel to the value of OutboundProxyReceiveWindowSize in the OUT R1/A4 RTS PDU.
5. Compare the value of DefaultOutChannelCookie in the outbound proxy Virtual Connection to the value of PredecessorChannelCookie in the OUT R1/A4 RTS PDU. If they do not match, the outbound proxy MUST treat it as a protocol error as specified in section [3.2.3.5.10](#Section_83d4bc3b02ed42728fc5ce4eaae7aa61).
6. Set the value of NonDefaultOutChannelCookie in the outbound proxy Virtual Connection to the value of SuccessorChannelCookie from the OUT R1/A4 RTS PDU.
7. Transition state to Opened\_A8W.

##### OUT\_R1/A8 RTS PDU

A server implementation MUST NOT accept the [OUT\_R1/A8 RTS PDU](#Section_faee18663ffc4f1db4432693b1a164a9) in any state other than Opened\_A8W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in Opened\_A8W state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Transition to opened state.
2. Compare the value of NoNDefaultOutChannelCookie in the server Virtual Connection to the value of SuccessorChannelCookie from the OUT R1/A8 PDU. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section 3.2.5.5.13.
3. Switch the default OUT channel from the predecessor OUT channel to the successor OUT channel.
4. Send [OUT\_R1/A9 RTS PDU](#Section_035d3f5a08694c5296c406602c5fc6c6) on the predecessor OUT channel to the outbound proxy.

##### OUT\_R2/A4 RTS PDU

A server implementation MUST NOT accept the [OUT\_R2/A4 RTS PDU](#Section_97abd776904c488ab86fe34bb4035163) in any state other than Opened\_A4W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in Opened\_A4W state, an implementation of this protocol MUST perform the following actions in the sequence given:

1. Transition to Opened\_R2A8W state.
2. Send [OUT\_R2/A5 RTS PDU](#Section_3ae2a86f800847c0a3f332ac0a7f44e5) on the OUT channel to the outbound proxy.
3. Store the SuccessorChannelCookie from this PDU in the Non Default Out Channel Cookie in the server Virtual Connection.

##### OUT\_R2/A8 RTS PDU

A server implementation MUST NOT accept the [OUT\_R2/A8 RTS PDU](#Section_5794a912440548328d4ae849dd3fbd91) in any state other than Opened\_R2A8W. If this condition is not met, the server MUST treat this PDU as a protocol error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

If this RTS PDU is received in Opened\_R2A8W state, an implementation of this protocol MUST compare the **channel cookie** from this RTS PDU to the one stored in the temporary cookie variable as specified in section [3.2.1.1.2](#Section_b58a9fe5943e461699e5ea5639ae6995). If the cookies match, implementations of this protocol MUST send OUT\_R2/B1 RTS PDU on the OUT channel to the outbound proxy, transition to opened state, and update the **channel cookie** on the OUT channel with the one from this RTS PDU. If the cookies do not match, this protocol MUST send [OUT\_R2/B2 RTS PDU](#Section_cb68c0eed2614f70851e38ba58943281) on the OUT channel and handle this as a protocol error as specified in section 3.2.5.5.13.

##### Connection Close, Connection Error, and Protocol Error Encountered

Connection close and connection error encountered MUST be handled identically by implementations of this protocol. This section discusses connection close only. Implementations of this protocol MUST handle connection errors that it encounters in the same way. A connection close can come from either the inbound or outbound proxy. Processing is equivalent in both cases. This section discusses connection close from the inbound proxy, but all parts of the specification in this section apply equally to connection close received from the outbound proxy. If a connection close comes from the inbound proxy, the server implementation MUST find the virtual connection to which the IN channel belongs, and unless the IN channel is in state opened and the connection close comes from a predecessor inbound proxy, the server implementation MUST take the following actions:

* Free any data structures associated with it.
* Close all the channels that belong to this virtual connection.
* Transition to the finished state.

If the connection close comes in state opened and the connection close comes from a predecessor inbound proxy, the server implementation MUST ignore this event.

Protocol error MUST be handled by the server implementation by closing all channels to the inbound proxy and the outbound proxy for the virtual connection on which the error was encountered, free all data structures associated with the virtual connection, and transition to the finished state.

##### Ping Traffic Sent Notify RTS PDU on Server

The [Ping Traffic Sent Notify RTS PDU](#Section_427c0d8e06c34a2b8a1a50b5ec2de0ed) does not correspond to an event in the state machine. It can be received and is valid in any state. When an implementation of the server receives this PDU, it MUST add the value in the **PingTrafficSent** field of the [PingTrafficSentNotify (section 2.2.3.5.15)](#Section_b0e53b7f8229410fbd755f1b78aaa730) command to the [channel lifetime sent](#Section_2bbcdeb6a0a74e0288813b2621a075a6) protocol variable. If as a result of this addition, the channel lifetime protocol variable approaches the channel lifetime as specified in section [3.2.5.4.1](#Section_665c71fc80df47f3a6a195f99b41340b), the implementation of this protocol MUST start channel recycling exactly as specified in section [3.2.5.5.15](#Section_ff1c5a4febd54bf5a7572877581fa7fe).

##### OUT Channel Recycling

OUT channel recycling MUST NOT be started unless the OUT channel is in the opened state. If the number of bytes sent on the channel approaches the channel lifetime and the OUT channel is not in the opened state, implementations of this protocol SHOULD return an implementation-specific error to higher layers. Windows implementations return RPC\_S\_PROTOCOL\_ERROR as specified in [[MS-ERREF]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-ERREF%5D.pdf).

An implementation of this protocol MUST start OUT channel recycling by sending out an [OUT\_R2/A1 RTS PDU](#Section_58d78061b91f47b2ac1a1dfef97988f3) as specified in section 2.2.4.34 to the outbound proxy. Then it MUST transition the OUT channel state to Opened\_A4W state and wait for network events. The server implementation MUST be able to execute the IN channel recycling and associated state machine and OUT channel recycling and associated state machines in parallel.

#### Timer Events

This section defines the processing that occurs when the connection setup timer defined in section [3.2.5.2.1](#Section_bffacfd5bade47ac86214ccb6ecf6ac2) expires.

##### Connection Setup Timer Expiry

The connection setup timer expiry event is treated as a connection error as specified in section [3.2.5.5.13](#Section_42c401e06a14430aadc8f797d6cdf456).

#### Other Local Events

An implementation of this protocol is not required to handle other local events.

# Protocol Examples

The following sections specify protocol examples: virtual connection open (section [4.1](#Section_67ac810cf8b3403b95b861b270896745)) and flow control and receive windows (section [4.2](#Section_d66f33dcc2e741e6a80249fb916f43eb)).

## Virtual Connection Open Example

This example describes the sequence of RTS PDUs that is sent during the process of opening a virtual connection.

The process of opening a virtual connection starts by a higher-layer protocol implementation (for example, RPC Runtime) requesting an implementation of this protocol to open a connection to an RPC server.

As a first step, an implementation of this protocol determines whether it needs to use an HTTP proxy or not. For the purposes of this example, assume that it cannot determine through means outside this protocol whether it should use a specific HTTP proxy or whether it should connect to the predecessor RPC over HTTP proxy directly. In this case, the client implementation runs the proxy use determination protocol sequence. It sends an echo request message as specified in section [2.1.2.1.5](#Section_a5693bd86ce041dd983e93481ed8a2c6) to the inbound proxy without using the HTTP proxy. It also sends an echo request message as specified in section 2.1.2.1.5 to the outbound proxy through the HTTP proxy.

Then the client transitions to the wait state in the proxy use determination state machine defined in section [3.2.2](#Section_115ef367e87247dc9d322e1fc0d22315) and waits for an echo response message. The inbound proxy replies first with an echo response message, and the proxy use determination is completed. The proxy use protocol variable defined in section [3.2.2.1.2](#Section_254c301b90c345b0acb83171091c1c67) is set to "direct connection," and the client implementation proceeds to the next step and state machine, that is, connection opening.

Connection opening is started by the client implementation sending an IN channel request and an OUT channel request to the inbound proxy and outbound proxy respectively. Then it sends [CONN/A1 RTS PDU](#Section_cf6b110dc3224bb7bbc71e8c9584ca78) to the outbound proxy and [CONN/B1 RTS PDU](#Section_f3b9afb142ad4d1cb0a9cd85272b58c0) to the inbound proxy. Then it transitions to the "OUT Channel Wait" state in the virtual connection open in the state machine shown in section 3.2.2.

The inbound proxy receives the IN channel request and transitions to the Open\_Start state. Then it receives CONN/B1 RTS PDU. It extracts the server name and port from the URL part of the IN channel request as specified in section [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f) and establishes a TCP connection to that server and port. The inbound proxy sends [CONN/B2 RTS PDU (section 2.2.4.6)](#Section_7333ce146db744328da16bafae338e47) to the server and sets the keep-alive protocol variable to the value from the ClientKeepalive command from the CONN/B1 RTS PDU. As a final processing step for this PDU, the inbound proxy adds a row in the virtual connection cookie table for the inbound proxy with the virtual connection cookie extracted from the CONN/B1 RTS PDU, switches the IN channel to the server to plugged channel mode, and transitions to state B3W.

The outbound proxy receives the OUT channel request and transitions to the Open\_Start state. Then it receives CONN/A1 RTS PDU. It extracts the server name and port from the URL part of the OUT channel request as specified in section 2.2.2 and establishes a TCP connection to that server and port. The outbound proxy sends [CONN/A2 RTS PDU (section 2.2.4.3)](#Section_e0bc3951715a466cb5a52294b24050b8) to the server, sends an OUT channel response to the client, adds a row in the virtual connection cookie table for the outbound proxy with the virtual connection cookie extracted from the CONN/A1 RTS PDU, and transitions to the C1W state.

When the TCP connection from the inbound proxy to the server is established, the server transitions to the Open\_Start state for that connection. Then it receives the CONN/B2 RTS PDU and searches for the virtual connection cookie from the CONN/B2 RTS PDU in its virtual connection table. It is not found, so the connection setup timer is started and the virtual connection is transitioned to the A2W state.

When the TCP connection from the outbound proxy to the server is established, the server transitions to the Open\_Start state for that connection. Then it receives the CONN/A2 RTS PDU and searches for the virtual connection cookie from the CONN/A2 RTS PDU in its virtual connection table. It is not found, so the connection setup timer is started and the virtual connection is transitioned to the B2W state.

When the TCP connection from the inbound proxy to the server is established, the server transitions to the Open\_Start state for that connection. Then it receives the CONN/B2 RTS PDU and searches for the virtual connection cookie from the CONN/B2 RTS PDU in its virtual connection table. It is found, so the connection setup timer is canceled and execution continues on the state machine of the existing virtual connection, which is A2W. The server implementation sends [CONN/C1 RTS PDU](#Section_e3f885e6fed1434fa6ef0c77396e1c77) on its OUT channel to the outbound proxy, sends [CONN/B3 RTS PDU](#Section_fc4d094e997a4ff5b2d62dd35a74b7f1) on the IN channel to the inbound proxy, and transitions to the opened state.

When the inbound proxy receives the CONN/B3 RTS PDU, it switches the IN channel to the server to unplugged channel mode and transitions to opened state.

When the outbound proxy receives the CONN/C1 RTS PDU, it sends [CONN/C2 RTS PDU](#Section_10aa0fe8768f4546a58cea6b95fc12e5) on the OUT channel to the client and transitions to the opened state.

When the client receives the OUT channel response, it transitions to the Wait\_A3W state. When it receives [CONN/A3 RTS PDU](#Section_8b0f1fe982f24775bebfbf0e4705613a), it transitions to the Wait\_C2 state. When it receives CONN/C2 RTS PDU, it transitions to the opened state, sets the connection time-out protocol variable to the value of the **ConnectionTimeout** field from the CONN/C2 RTS PDU, and indicates to a higher-layer protocol that the connection is opened.

## Flow Control and Receive Windows Example

This example demonstrates how flow control and receive windows work on the abstract level between a sender and a recipient on a channel instance A with fictitious numbers.

|  Action  |  Sender local available window  |  Bytes sent  |  Recipient local available window  |  Bytes received  |
| --- | --- | --- | --- | --- |
| Initial state where the receiver on channel A has successfully advertised a receive window of 1,000 bytes but no RPC PDUs have been sent on channel A. | 1,000 | 0 | 1,000 | 0 |
| The sender sends 250 bytes of data to the recipient on channel A and decrements its local available receive window for channel A by the amount of data sent. The sender also increments its total bytes sent by the number of bytes sent. | 750 | 250 | 1,000 | 0 |
| The recipient receives the 250 bytes of data on channel A but does not release it from the receive window yet. The recipient decrements its local available receive window for channel A by the number of bytes received. The recipient also increments its total bytes received by the number of bytes received. | 750 | 250 | 750 | 250 |
| The recipient releases 100 bytes of data from the receive window for channel A and increments its local available receive window by the number of bytes removed. The recipient sends a flow control acknowledgment back to the sender on channel A with 250 for the BytesReceived and 850 for the AvailableWindow.  | 750 | 250 | 850 | 250 |
| Before the flow control acknowledgment is received by the sender, the sender sends another 500 bytes of data to the recipient on channel A and decrements its local available receive window for channel A by the amount of data sent. The sender also increments its total bytes sent by the number of bytes sent. | 250 | 750 | 850 | 250 |
| The sender receives the flow control acknowledgment packet and updates its local available receive window for channel A with the following formula: AvailableWindow = AvailableWindow\_from\_ack - (BytesSent - BytesReceived\_from\_ack)In this example, the formula expands to:850 - (750 - 250) = 350 | 350 | 750 | 850 | 250 |
| The recipient receives the 500 bytes of data on channel A, but does not release it from the receive window yet. The recipient decrements its local available receive window for channel A by the number of bytes received. | 350 | 750 | 350 | 750 |
| The recipient releases 200 bytes of data from the receive buffer for channel A and increments its local available receive window by the number of bytes removed. The recipient sends a flow control acknowledgment back to the sender on channel A with 750 for the BytesReceived and 550 for the AvailableWindow. | 350 | 750 | 550 | 750 |
| The sender receives the second flow control acknowledgment and updates its local available receive window for channel A with the following formula: 550 - (750 - 750) = 550 | 550 | 750 | 550 | 750 |
| The recipient releases the remaining 550 bytes of data from the receive window for channel A and increments its local available receive window by the number of bytes removed. The recipient sends a flow control acknowledgment packet back to the server on channel A with 750 for the BytesReceived and 1,000 for the AvailableWindow. | 550 | 750 | 1,000 | 750 |
| The sender receives the third flow control acknowledgment and updates its local available receive window for channel A with the following formula: 1,000 - (750 - 750) = 1000 | 1,000 | 750 | 1,000 | 750 |

# Security

## Security Considerations for Implementers

[RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2) has inadequate security. Implementers should consider using and implementing [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3).

Implementers should consider building implementations that use or encourage the use of RPC over HTTP v2 built on top of HTTPS and enforce the use of HTTP authentication and mandate authorization of the client on the inbound and outbound proxies.

## Index of Security Parameters

|  Security parameter  |  Section  |
| --- | --- |
| Authentication information | [1.7](#Section_a5f277ffbbdb4f61913b28462201fc04)  |
| Client authentication | [2.1.2.1](#Section_2cc4ff0145eb4ef7a594ef5a9d67bed6)  |
| Server authentication | [2.2.2](#Section_0b7aeceacd35436d9b4bae1e1fd5174f)  |

# Appendix A: Product Behavior

The information in this specification is applicable to the following Microsoft products or supplemental software. References to product versions include released service packs.

Note: Some of the information in this section is subject to change because it applies to a preliminary product version, and thus may differ from the final version of the software when released. All behavior notes that pertain to the preliminary product version contain specific references to it as an aid to the reader.

* Windows NT operating system
* Windows 2000 operating system
* Windows XP operating system
* Windows Server 2003 operating system
* Windows Vista operating system
* Windows Server 2008 operating system
* Windows 7 operating system
* Windows Server 2008 R2 operating system
* Windows 8 operating system
* Windows Server 2012 operating system
* Windows 8.1 operating system
* Windows Server 2012 R2 operating system
* Windows 10 operating system
* Windows Server 2016 Technical Preview operating system

Exceptions, if any, are noted below. If a service pack or Quick Fix Engineering (QFE) number appears with the product version, behavior changed in that service pack or QFE. The new behavior also applies to subsequent service packs of the product unless otherwise specified. If a product edition appears with the product version, behavior is different in that product edition.

Unless otherwise specified, any statement of optional behavior in this specification that is prescribed using the terms SHOULD or SHOULD NOT implies product behavior in accordance with the SHOULD or SHOULD NOT prescription. Unless otherwise specified, the term MAY implies that the product does not follow the prescription.

[<1> Section 1.3.2](#Appendix_A_Target_1): [RPC over HTTP v2](#Section_b9df172a9ebc4b93addc4278207e7ce3) is supported in Windows XP operating system Service Pack 1 (SP1), Windows XP operating system Service Pack 2 (SP2), Windows Server 2003, Windows Vista, Windows 7, Windows Server 2008, Windows Server 2008 R2 operating system, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2.

[<2> Section 1.6](#Appendix_A_Target_2): Windows 2000, Windows XP, Windows Server 2003, Windows Vista, Windows Server 2008, Windows 7, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2 support [RPC over HTTP v1](#Section_b129cedcfbe044fba9d0d9d88c4cd9d2). Windows still supports RPC over HTTP v1 for backward compatibility reasons, but Microsoft is actively looking to remove support for RPC over HTTP v1 in future versions of Windows. Windows XP SP1, Windows XP SP2, Windows Server 2003, Windows Vista, Windows 7, Windows Server 2008, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2 support RPC over HTTP v2.

[<3> Section 2.1](#Appendix_A_Target_3): RPC over HTTP v1 does not support [IPv6](#Section_7fa9fa893b2f4f359a7451e488afab40) addresses, and RPC over HTTP v2 supports IPv6 addresses in Windows Vista, Windows Server 2008, Windows 7, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2.

[<4> Section 2.1](#Appendix_A_Target_4): RPC over HTTP v1 and RPC over HTTP v2 on Windows allow a higher-level protocol to specify an HTTP proxy to be used by this protocol.

[<5> Section 2.1.2.1](#Appendix_A_Target_5): For HTTPS, the RPC over HTTP Protocol uses the machine default settings for negotiating security options and does not modify them.

[<6> Section 2.1.2.1](#Appendix_A_Target_6): Windows Server 2003, Windows Vista, Windows Server 2008, Windows 7, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2 support authentication using a client-side SSL/TLS certificate.

[<7> Section 2.1.2.1](#Appendix_A_Target_7): Windows implementations of this protocol request the HTTP protocol stack to use a 30-minute time-out.

[<8> Section 2.1.2.1.1](#Appendix_A_Target_8): Windows clients will set this value to 1 gigabyte by default, but this can be overridden by client configuration.

[<9> Section 2.1.2.1.3](#Appendix_A_Target_9): Windows implementations use Windows error codes, as specified in [[MS-ERREF]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-ERREF%5D.pdf).

[<10> Section 2.1.2.1.4](#Appendix_A_Target_10): Windows outbound proxies will set this value to 1 gigabyte by default, but this can be overridden by outbound proxy configuration.

[<11> Section 2.1.2.1.5](#Appendix_A_Target_11): Windows clients will set this value to 4.

[<12> Section 2.1.2.1.5](#Appendix_A_Target_12): Windows clients will send an array of four octets in the message body with the successive values being 0xF8, 0xE8, 0x18, 0x08. These values have no special significance and serve only as a signature for this message.

[<13> Section 2.2.2](#Appendix_A_Target_13): Windows versions prior to Windows Server 2003 operating system with Service Pack 1 (SP1) do not accept the second version of **abs-path**.

[<14> Section 2.2.3.1](#Appendix_A_Target_14): Windows implementations of this protocol use a UUID for all RTS cookies.

[<15> Section 2.2.3.5.1](#Appendix_A_Target_15): Windows uses 64-kilobyte receive windows by default, but registry configuration can override that.

[<16> Section 2.2.3.5.5](#Appendix_A_Target_16): Windows clients will set this value to 1 gigabyte by default, but this can be overridden by configuration.

[<17> Section 2.2.3.5.15](#Appendix_A_Target_17): Windows servers impose a limit that an outbound proxy does not send more than 8 kilobytes of ping traffic within a window of 4 minutes.

[<18> Section 3](#Appendix_A_Target_18): Windows implementations of this protocol will return one of the errors, as specified in [MS-ERREF], to higher-level protocols. The exact error depends on the failure condition that occurred.

[<19> Section 3.1](#Appendix_A_Target_19): Windows implementations of this protocol pass data arriving from the Winsock APIs to the Windows implementation of the RPCE Protocol extensions, as specified in [[MS-RPCE]](file:///E%3A%5CTarget%5CWindows%5CPublished%5CBooks%5CMS-RPCH%5C%5BMS-RPCE%5D.pdf), and send data from the Windows implementations of the Remote Procedure Call Protocol Extensions [MS-RPCE] to the Winsock APIs.

[<20> Section 3.1.1.5.1](#Appendix_A_Target_20): Windows implementations of this protocol hand off data received from the Winsock APIs to the Windows implementation of the Remote Procedure Call Protocol Extensions, as specified in [MS-RPCE].

[<21> Section 3.1.1.5.2](#Appendix_A_Target_21): Windows implementations of this protocol will return an error to the Windows implementation of the Remote Procedure Call Protocol Extensions, as specified in [MS-RPCE], indicating that an error has occurred.

[<22> Section 3.1.3.4.2](#Appendix_A_Target_22): Windows implementations of this protocol pass on received data from the Winsock APIs to the Windows implementation of the RPC extensions specified in [MS-RPCE].

[<23> Section 3.1.3.4.3](#Appendix_A_Target_23): Windows implementations of this protocol will return an error to the Windows implementation of the Remote Procedure Call Protocol Extensions, as specified in [MS-RPCE] to indicate the occurrence of an error.

[<24> Section 3.2.1.1.5.1](#Appendix_A_Target_24): Windows implementations of this protocol choose by default a receive window of 64 kilobytes. Administrators can override this size via configuration.

[<25> Section 3.2.1.1.5.1.4](#Appendix_A_Target_25): Windows implementations of this protocol maintain the AvailableWindowAdvertised variable.

[<26> Section 3.2.1.3](#Appendix_A_Target_26): Windows implementations initialize the value to 30 seconds by default.

[<27> Section 3.2.1.4.1.1](#Appendix_A_Target_27): When an RPC PDU is consumed on the receiver, if the size of [AvailableWindowAdvertised](#Section_cbed1eb34cc142baaf5ad6fe7ff86a83) is less than half of the originally advertised **ReceiveWindow**, a new [FlowControlAck RTS PDU](#Section_4a460af8f83a449084b68886e00ac306) is sent by the recipient to the sender.

[<28> Section 3.2.2.2.1](#Appendix_A_Target_28): Windows clients allow a system administrator to force a lower connection time-out interval through the registry.

[<29> Section 3.2.2.2.3](#Appendix_A_Target_29): Windows always uses 200 milliseconds.

[<30> Section 3.2.2.3](#Appendix_A_Target_30): Higher-level protocols indicate whether HTTP or HTTPS will be used by specifying the RPC\_C\_HTTP\_FLAG\_USE\_SSL flag in the RPC\_SECURITY\_QOS\_V2 structure when calling the RpcBindingSetAuthInfoEx API as documented in [[MSDN-RPCSECQOSV2]](http://go.microsoft.com/fwlink/?LinkId=90112). HTTP authentication or client certificate authentication is specified by setting the authentication schemes in the RPC\_SECURITY\_QOS\_V2 structure when calling the pcBindingSetAuthInfoEx API, as documented in [[MSDN-RPCHTTPTRCRED]](http://go.microsoft.com/fwlink/?LinkId=90078).

[<31> Section 3.2.2.4.1.1](#Appendix_A_Target_31): Windows consults registry configuration to see if it should do Proxy use determination, and depending on registry contents, it uses WinHttp autoproxy discovery to find out if it is required to use an HTTP proxy.

[<32> Section 3.2.2.4.2](#Appendix_A_Target_32): Windows implementations of this protocol will start IN channel recycling on the client when 4 kilobytes remain of the channel lifetime.

[<33> Section 3.2.2.5.11](#Appendix_A_Target_33): The Windows implementation of this protocol returns the value of the **RPC-Error** field as an error code to the RPC method call during which the error was encountered.

[<34> Section 3.2.2.5.11](#Appendix_A_Target_34): Windows NT, Windows 2000, Windows XP, and Windows Server 2003 send EncodedEEInfo only in the message header. Windows Vista, Windows Server 2008, Windows 7, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2 send EncodedEEInfo in both the message header and message body.

[<35> Section 3.2.2.6.1](#Appendix_A_Target_35): Windows implementations interpret "recently" to mean that another RPC or RTS PDU was sent on this channel more recently than one-half of the value of the connection time-out protocol variable.

[<36> Section 3.2.2.6.2](#Appendix_A_Target_36): Windows implementations interpret "recently" to mean that another RPC or RTS PDU was sent on this channel more recently than one-half of the value of the [KeepAlive interval](#Section_613ab02382574400b13ed43b7a10d3c9) protocol variable.

[<37> Section 3.2.3.1.4](#Appendix_A_Target_37): Windows inbound proxies leave the system default value for the keep-alive value for the TCP stack.

[<38> Section 3.2.3.1.5](#Appendix_A_Target_38): Windows maintains the [Resource Type UUID](#Section_8fe3c4019d71472b9c9de544cd432f7a) protocol variable as specified in this section.

[<39> Section 3.2.3.1.6](#Appendix_A_Target_39): Windows maintains the [Session UUID](#Section_601ead8cd0bd4ddc8e8a37fe9d105ca8) protocol variable as specified in this section.

[<40> Section 3.2.3.3](#Appendix_A_Target_40): Windows Server 2003 with SP1 and subsequent service packs, Windows Vista, Windows Server 2008, Windows 7, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2 listen on HTTP/HTTPS URL namespace "/rpcwithcert/rpcproxy.dll".

[<41> Section 3.2.3.3](#Appendix_A_Target_41): The Windows implementation of this protocol reads the value of the ConnectionTimeout variable from the local machine configuration. The default value is 900.

[<42> Section 3.2.4.1.1](#Appendix_A_Target_42): The Windows implementation of this protocol maintains the [Resource Type UUID](#Section_8a558ea598f34d0b9c736929970314f1) protocol variable.

[<43> Section 3.2.4.1.2](#Appendix_A_Target_43): The Windows implementation of this protocol maintains the [Session UUID](#Section_f39fab6306354d52b955b4de26c04310) protocol variable.

[<44> Section 3.2.4.3](#Appendix_A_Target_44): Windows Server 2003 with SP1 and subsequent service packs, Windows Vista, Windows Server 2008, Windows 7, Windows Server 2008 R2, Windows 8, Windows Server 2012, Windows 8.1, and Windows Server 2012 R2 listen on HTTP/HTTPS URL namespace "/rpcwithcert/rpcproxy.dll".

[<45> Section 3.2.4.5.3](#Appendix_A_Target_45): Windows outbound proxies will set the value of the Content-Length field to 1 gigabyte by default, but this setting can be overridden by the outbound proxy configuration.

[<46> Section 3.2.4.5.8](#Appendix_A_Target_46): Windows Server 2003 and Windows Server 2008 send UNDEFINED additional bytes after the [OUT\_R1/A10 RTS PDU](#Section_de7fdd0e68434d96b734ec3dd7a35f1d) and before closing the connection.

[<47> Section 3.2.4.5.9](#Appendix_A_Target_47): Windows outbound proxies will set the value of the Content-Length field to 1 gigabyte by default, but this setting can be overridden by the outbound proxy configuration.

[<48> Section 3.2.4.5.10](#Appendix_A_Target_48): Windows Server 2003 and Windows Server 2008 send UNDEFINED additional bytes after the [OUT\_R2/B3 RTS PDU](#Section_0634df8b56fb40f89c9ccf243747e752) and before closing the connection.

[<49> Section 3.2.4.5.10](#Appendix_A_Target_49): Windows Server 2003 and Windows Server 2008 send UNDEFINED additional bytes after the OUT\_R2/B3 RTS PDU and before closing the connection.

[<50> Section 3.2.4.6](#Appendix_A_Target_50): The Windows implementation of this protocol notifies the server that it sent a [Ping RTS PDU](#Section_d3eaa094da34472dab41a442149b02f3) as follows: Each time it sends a Ping RTS PDU, it increments a protocol variable by the size in bytes of the Ping RTS PDU. Each time this protocol variable exceeds 1031, the protocol implementation will send a [Ping Traffic Sent Notify RTS PDU](#Section_427c0d8e06c34a2b8a1a50b5ec2de0ed) with the size of this protocol variable being set in the PingTrafficSent field of the [PingTrafficSentNotify (section 2.2.3.5.15)](#Section_b0e53b7f8229410fbd755f1b78aaa730) command, and it will reset the protocol variable to zero.

[<51> Section 3.2.5.4.1](#Appendix_A_Target_51): Windows implementations of this protocol will start OUT channel recycling on the client when 8 kilobytes remain of the channel lifetime.

[<52> Section 3.2.5.5.2](#Appendix_A_Target_52): The Windows implementation of this protocol will pass on PDUs it received from the Winsock APIs to the Windows implementation as specified in [MS-RPCE].
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